
Communication Structures of Botnets with Case Studies

Nicholas Cornhill
University of Minnesota, Morris

600 East 4th Street
Morris, MN

cornh044@morris.umn.edu

ABSTRACT
Botnets are a serious security threat to both individuals and
organizations that use the internet. Botnets have been im-
plicated in the theft of personal information such as email
names and passwords, account information, and bank infor-
mation, as well as other illegal activities such as distributed
denial of service (DDoS) attacks which can shut down inter-
net services causing a loss in revenue. One common way to
detect a botnet is to to perform graph analysis on a graph of
the communication network to find a pattern that is char-
acteristic of botnets.

For this graph analysis to occur, first it is necessary to un-
derstand how a botnet communicates internally. Detection
is an important aspect in defending from attacks as well as
shutting down the botnet. In this paper, I will discuss the
two most common communication structures used by bot-
nets: command and control, and peer-to-peer. I will also
compare the trade offs of either system. I will finish by de-
scribing the communication structure of two botnets: the
Miner and the Waledac botnets and discuss how they utilize
aspects of both earlier structures.

Categories and Subject Descriptors
D.7.8 [Networks]: Network Types—Peer-to-Peer

; I.4 [Security and Privacy]: Intrusion/anomaly detec-
tion and malware mitigation

General Terms
Security

Keywords
Botnet, Communication Structures, Peer-to-Peer, Command
and Control

1. INTRODUCTION
Botnets are networks of computers that have been infected

with malicious software, or malware, called bots. Botnets
allow the person who deployed the bot malware, called the
botmaster, to issue commands to the computers on the bot-
net without its owners permission. These individual bots are
organized by the botmaster in different ways to allow them
to control the botnet as a single entity rather than control-
ling each one individually. The different ways the network
can be set up are called communication structures.

These botnets are then used in several ways, including
stealing private information from the user such as credit

card, and social security numbers, as well as usernames and
passwords for various accounts including social network ac-
counts, email accounts, and even bank accounts. Botnets
can also be used to perform tasks that either require large
amounts of bandwidth or computing power, such as sending
spam, distributed denial of service (DDoS) attacks, and in
the case of the Miner botnet, mining bitcoins, which are a
form of currency that has developed online.

This paper will focus on some of the communication struc-
tures botnets employ as well as discuss the communication
structure employed by the Miner botnet, a recent botnet
based in Germany and Russia which at its peak had at least
29,000 members, and the Waledac botnet which was a large
botnet of around 100,000 bots that was publicly taken down
by Microsoft. The next section, section 2 will introduce the
basics of communication structures as well as their role in
detecting botnets. Then I will explain the lifecycle of bot-
nets that use the previously discussed communication struc-
tures. The third section will be a discussion of the lifecycle
of the Miner botnet and the fourth will be a discussion of
the lifecycle of the Waledac botnet. Then I will summarize
the important points of the paper.

2. COMMUNICATION STRUCTURES
Communication structures dictate how the individual bots

in the network communicate. This effects how the botmaster
controls the botnet and how the security community can
detect the botnet. Botmasters want their botnet to be easy
to control and to respond quickly to their commands. To
achieve that goal, the communication structure of botnets
have become increasingly complex.

These communication structures however make patterns
that can be used to detect the botnet. One of the most
common ways this detection occurs is by using what are
called structured overlay topologies [6]. If one was to graph a
botnet where each bot was a node and a connection between
two nodes occurred if two bots could communicate directly,
then the overlay topology would be how that graph was
structured. For example, a ring overlay would be one where
each node of the graph has a two way connection with two
other nodes.

The advantage of using a graph based technique to detect
botnets is that because the only information that is used is if
communication occurs between two nodes not what commu-
nication occurs. Encryption or other forms of hiding what
data is passing between two computers do not affect the
analysis [3, 6]. One disadvantage of this technique is that
it can sometimes pick out P2P or other networks that are



not malicious but fit the overlay. Therefore, this detection
technique must be paired with one that can verify that a
computer is infected with a bot [6]. However, to get the
overlays, we need to study the botnets themselves to find
how they communicate.

There are two main kinds of communication structures
that botnets use. The first is Command and Control (C&C),
the second is Peer-to-Peer (P2P). C&C is a centralized struc-
ture where the botmaster sends commands, updates, or re-
ceives data from the botnet through one or more centralized
locations [1]. A C&C structure allows information to move
between the botnet and the botmaster quickly [1], but has
the disadvantage that if the centralized location is removed
or blocked the entire botnet is stopped [2].

The second kind of communication structure is a P2P
structure, which is a decentralized network. Each bot in
the botnet has a number of other bots it knows about and
can interact with. Information is sent from the botmaster to
a number of bots in the botnet, who then pass the message
on to bots of which they are aware.

This has the advantage that if a number of bots are re-
moved from the network the botnet still can operate. How-
ever, it is both difficult to maintain a P2P botnet as the
communication structure is more complex and the latency
of network is often very high with no guarantee of a mes-
sage reaching all of the bots [2, 5]. For example, when the
botmaster of the Waledac botnet attempted to update the
botnet more than 30% of the botnet was not updated af-
ter two weeks [11]. However, it also makes the botmaster
harder to detect and stop, as the botmaster does not need
to remain at a fixed location. Instead, the botmaster can
join and leave the network at any time and give instructions
to any bot, which will then relay the message to the rest.

2.1 Lifecycle of a C&C Botnet
The first step in the lifecycle of a C&C botnet is to infect

a vulnerable machine and get it to execute some malicious
code, called the shellcode. Infecting a computer with shell-
code is no different than infecting a computer with any other
sort of malware, so it can be done in any number of ways,
such as drive-by-download attacks where malicious software,
often JavaScript, is run when browsing a webpage [4], or so-
cial networking services can be used [9]. Other common
methods include worms, viruses, and trojans [2]. The shell-
code commands the machine to contact one of the servers
the botmaster had set up previously and download the ac-
tual bot code, which is set to run every time the machine is
booted [1].

Once the bot code is downloaded, the bot is fully op-
erational. It contacts the central communication point or
points, which can be one or more IRC chatrooms [12], or
websites, where it can receive commands and relay informa-
tion back to the botmaster.

2.2 Lifecycle of a Peer-to-Peer Botnet
Similar to the C&C botnets, the first step is infection,

which can occur via all the infection techniques a C&C bot-
net can use. However, due to the fact P2P botnets often
piggyback on legitimate P2P networks, it is easier for them
to recruit computers in the existing P2P network [14].

Once infected, the new bot must locate other individuals
in the botnet so it can receive commands. The bot records
bots of whom it is aware of in its peer list. How the peer

Figure 1: An illustration of a P2P botnet.

list is populated is specific to the botnet. If the botnet is
piggybacking on a pre-existing P2P network, then it can
simply use that network to find and/or communicate with
other bots [14]. Otherwise, a common technique is for the
bot to gather an initial list of bots from either the bot that
infected it, a hardcoded list of bots, or a list of bots stored
in some location on the internet. Once the initial list is
populated, the new bot can use that list to find other bots
in the network to diversify who it knows. This process is
commonly referred to as bootstrapping [14]. Figure 1 shows
an example P2P botnet once the bootstrapping procedure
is completed.

Once the peer list is populated the bot stands by for or-
ders. The bot can either wait passively for orders issued by
the botmaster and pass them on to the bots in its peer list,
which is called pushing. Or it can periodically ask bots in
its peer list for any commands they have, which is called
pulling. Which way the bot receives commands is specific to
each botnet. However, there are several issues to consider.
If a botnet pushes, there tends to be detectable spikes in
network activity when commands are issued. However, if
a botnet pulls, then there will be regular requests for com-
mands being sent out from each bot which is another pattern
that can be spotted. Overall, the decision is a trade-off that
depends on the specific needs of the botnet.

2.3 Botnet Detection
One of the main ways one can detect a botnet is by finding

patterns in internet traffic caused by the botnet using an
overlay. The communication structure plays a large role in
which patterns a botnet generates and thus, which overlays
will be effective. Command and control networks tend to
have large numbers of communications being sent to and
from the C&C servers, as shown in Figure 2. This is the
main weakness of a C&C botnet. Not only is the network
traffic very obvious to observers but it clearly identifies most
if not all of the bots in the botnet. More critically it reveals
the C&C servers, which are the weak point in the network.
Once the C&C servers are located it is possible to coordinate
with law enforcement or the DNS servers to either stop the
centralized servers or block traffic to and from them [16].

Because the C&C servers are the weak point in a C&C
botnet many techniques have been developed to either hide
the servers or make them more difficult to take down. En-
cryption has been used to ensure that the bots in both C&C
and P2P networks only respond to commands made by the
botmaster and not an impostor. To avoid having their IP



Figure 2: An example of what a C&C botnet might
look like in a network. The small red nodes are
nodes of the botnet, while the large one is the C&C
server. Spotting the botnet is easy because the
server node has many more connections than the
surrounding nodes.

addresses blocked, botmasters changed from hardcoding IP
addresses into their botnet and instead used domain names
to avoid losing control of the botnet in case their IP address
was blacklisted.

In reaction to this, security organizations began to block
domain names, which caused botmasters to employ a tech-
nique called domain flux. [12] A botnet that uses domain
flux has an algorithm that generates a series of domains for
the bot to contact for information, so that if any given do-
main name is blocked, the botnet will be able to contact the
botmaster at the next domain name. Additionally, the bot-
net changes what domain they contact periodically to break
the communication pattern that forms with that domain.
Stone-Gross, et. al [12] managed to overcome domain flux
by reverse engineering the bot code from a binary they found
and predicting the domain names the botnet would use, then
purchasing them before the botmaster could. They then set
up their own C&C server at that domain and took control
of the botnet.

Peer-to-Peer botnets were developed mainly to fix many
of the issues C&C botnets had with detection via internet
traffic. Because they are distributed, there is less traffic to
or from any given point in the network. When a botmas-
ter issues a command the information initially only travels
to a few bots which then relay that command to the bots
they know of, and those bots do the same. This causes their
overlays to generally be more complicated than that of a
C&C botnet although the use of overlays is still possible.
However, other detection techniques can reveal these net-
works as well. A common pattern caused by P2P botnets
is a cascade of packets passed through the botnet at once
as shown in Figure 3. Often, when a botmaster issues a
command, that command will be processed by the initial
recipients and then passed on to everyone in their peer list
immediately. Because each bot is almost always in multiple
peer lists to support network robustness, when a botmaster
issues a command more packets are sent within the network
in total than with a C&C botnet which causes large recog-
nizable spikes of activity within the network.

One way that these network spikes can be mitigated is to
hide the traffic in pre-existing P2P networks. In what [14]
called a parasitic botnet, all of the bots were members of
the network before they were infected. This means that any
traffic within the botnet can simply appear to be continued

Figure 3: This is a graph of network activity on a
network partially infected with a botnet. The spike
about three quarters of the way through 4/26 is
when the botmaster issued a command to search for
new computers to infect. Image taken from [1]

membership of the original P2P network. However, this lim-
its the number of possible bots to be a subset of the entire
network that are vulnerable to infection. The other kind
of P2P network is what [14] called a leeching P2P botnet,
where the bots join a pre-existing P2P network and depend
upon it for its communication channels. This has the advan-
tage of not limiting the potential members of the botnet to
the degree the parasitic P2P network did. However, if the
botnet becomes large the number of members in the P2P
network could skyrocket which may alert members of the
internet security community to its existence.

3. THE MINER BOTNET

3.1 Background for Miner Botnet
The Miner botnet was a botnet whose first appearance can

traced to December 20th, 2010 and died by February 2012.
It received large amounts of media attention in August and
September, 2011, when it attacked a number of German
and Russian websites. The botnet was initially used for
pay-for-install malware, where the botmaster would be paid
money to install malware on the infected machines. Later,
the botnet was updated to block access to Russian social
networking sites VKontakte.ru and Odnoklassniki.ru. At
around this time, it was also updated with the ability to
perform distributed denial of service attacks. It was not
until sometime around late May 2011 that the Miner botnet
was updated to mine bitcoins, functionality for which it was
later named [9].

3.2 Bitcoins
Bitcoins are a digital currency initially proposed by Satoshi

Nakamoto in 2008. The Miner botnet was one of the first
botnets to mine bitcoins. Bitcoins have no central authority
to grant them value or validate transactions. Instead, their
value is determined by what value people give the coins.
Transactions are verified using a proof-of-work system in
which a certain amount of calculations must be performed
by a network of nodes to verify the transaction. The specifics
are beyond the scope of this paper, but can be found in the
original paper authored by Satoshi Nakamoto [7]. A simi-
lar proof-of-work system is used to generate coins. A certain



amount of processing power must be expended to generate a
coin. As the number of coins generated increases, exponen-
tially more processing power must be expended to generate
more coins.

3.3 Lifecycle of the Miner Botnet
There is evidence of the existence of the Miner botnet

starting in December, 2010, and it survived until February,
2012 [8]. Evidence suggests that the Miner botnet was ini-
tially completely command and control oriented and was
later altered in July 2011 to function as a peer-to-peer net-
work with some aspects of the old C&C remaining. Al-
though there is evidence of the Miner botnet existing as a
C&C network there are no binaries of the bot from that
time nor analysis of that version of the botnet. I will dis-
cuss how network version 1999 operated, which was the most
current version of Miner as of September 12, 2011. However,
the only known infection technique it used has been attacks
through Facebook and VKontakte. Miner would use stolen
accounts on the social networks to send messages with a link
to a fake YouTube video. When the victims attempted to
watch the video it would prompt them to install a new ver-
sion of the Adobe Flash plugin, but instead would install
the shellcode for the botnet. This malware would then copy
itself into either the root directory or one of its subfolders
and restarts itself as a service to be executed on startup.

As previously mentioned, the Miner botnet was P2P net-
work with aspects of a C&C structure as of version 1999.
The network can be divided into four tiers as shown in fig-
ure 4. These four tiers are sorted by relevance to the bot-
master where tier one is most relevant and tier four is least.

Tier one is the master servers controlled directly by the
botmaster as well as a number of proxy servers used to
hide the master servers. The proxy servers are reachable
through both hard-coded IP addresses and domain names.
The proxy servers then forward any data they receive to
the master servers. In turn, the master servers communi-
cate through the proxy servers to the next tier down, the
distribution servers.

The distribution servers are the main aspect of the C&C
network that remains. They manage the lower tiers on a
broad scale, keeping track of infected computers, managing
network connectivity by assigning peer lists to the bots, and
distributing commands and updates to part or all of the
botnet. Like the master and proxy servers, the distribution
servers are maintained by the botmaster, but are contacted
through the first tier.

The third tier of the botnet is the P2P bots, which are
bots that have a direct connection to the internet. These
P2P bots both serve as workers to mine bitcoins, execute
DDoS attacks, or perform any other action the botmaster
commands, as well as redistributing commands or updates
they receive from the distribution server. This layer can
also perform some network maintenance on itself as well
as distribute commands and updates issued directly from
the botmaster in case the upper tiers are removed. This
tier occasionally contacts the master server to obtain the
location of any distribution servers that have been added or
moved.

The last tier consists of bots which are not directly con-
nected to the internet, most likely because they are on a
private network. They act solely as workers, but not as re-
distributors. However, as these machines are not directly

Figure 4: The communication structure of the Miner
botnet, image from [9]

connected to the internet, they are also more difficult to
track [11].

The communication structure the Miner botnet uses can
neither be classified as a pure C&C or P2P structure. It has
a number of servers maintained by the botmaster in the first
two tiers. These are useful because it gives bots a guaranteed
location they can contact to receive updates to the bot and
are used to add some stability to the botnet because they are
nodes that are consistently contactable and generally do not
change locations. Meanwhile, those servers are not required
for the botnet to operate. The second tier can be completely
removed and the botnet can still operate, using the third
tier instead. This gives the botnet a measure of robustness.
If a member of the security community attempted to take
down the botnet by blocking the second tier’s IP address
with the domain name server then the botnet would still
function allowing the botmaster time to connect a new IP
address to that domain name. Even if everything is up and
working, this structure has the advantage of stealth over a
C&C based botnet. Bots have the option to contact either
one of the servers in the second tier or a bot in the third tier.
This means communication is distributed between multiple
entities instead of solely the C&C servers, making the botnet
harder to detect.

3.4 Death of the Miner Botnet
The Miner botnet died due to neglect. The last update

issued to it occurred on December 2011 and the botmas-
ters performed no new maintenance after that point. The
P2P layer was no longer traversable because each bot did
not know of any or enough other bots to move through the
network around late February 2012. This occurred due to
network churn. Network churn is just the natural changing
of IP addresses and how computers are connected to the net-
work that occurs over time due to various reasons. Normally
network churn would not be a problem, if a bot started los-
ing connectivity to neighbors it could ask the distribution
servers for a new peer list. As the distribution servers were
not active, the peer lists could not be repopulated and the
nodes of the network lost connectivity [9, 8].

4. THE WALEDAC BOTNET

4.1 History of the Waledac Botnet
The Waledac Botnet was originally released in December,

2007 [10], and was taken down in 2010 by Microsoft [15]. It



Figure 5: How Waledac infects a new host. Arrows
depict communication and are numbered according
to when the communication occurs. Image taken
from [11]

can be seen as a predecessor to the more well known Storm
Botnet in terms of communication structure although it can
be argued that Waledac is less centralized than the Storm
botnet. Although it is technically considered a P2P network
it does have aspects of a C&C style botnet and functions
similarly to the Miner botnet.

4.2 Waledac’s Communication Structure
Waledac’s communication structure is essentially the same

as the Miner botnet’s although they differ in the specifics.
At the topmost layer is the master C&C server. It is from
there that the botmaster controls the botnet. Below that,
there are a number of distribution servers which act as sta-
ble servers that can be used to aid in the distribution of
binaries and updates. Then, below those are two more lay-
ers which are the bots. The upper level of bots, the P2P
bots, are infected hosts that are accessible from the internet
and act as part workers, part distribution servers. Then, at
the bottom are the infected hosts that cannot be accessed
by the internet, or the workers.

4.3 The Lifecycle of the Waledac Botnet

4.3.1 Infection and Bootstrapping Procedures
The Waledac botnet is mostly a P2P network with aspects

of a C&C botnet. It functions very similarly to the Miner
botnet in its partial use of C&C servers. The process of
infection is depicted in Figure 5. The only infection vector
Waledac had was via spam. Steps 1 through 4 is the worker
asking what it should do. Step 5 is where it sends the spam
which would include a link to another website. That link
would go to the shellcode for Waledac which would then
be downloaded and run by the host. Running the shellcode
causes step 6 to occur, which is the host computer requesting
the actual binary for the Waledac bot. Steps 6 and 7 are that
request for the binary being passed up to the distribution
servers and steps 8 and 9 are that binary being sent to the
host. Once it has downloaded and installed the binary, it is

a bot [11].
The bot code then instructs the computer to determine if

it is a worker or P2P bot by checking its IP address. If it is on
a private network it proceeds to mine personal information
from the computer and send that up to the P2P bot above
it. Then it waits for further commands from the botmaster.

If the host computer is not on a private network, it be-
comes a P2P bot and its functionality is different. A P2P
bot mines personal data like the worker did, but in addition
it needs to connect with the rest of the botnet. It populates
its initial peerlist from one hardcoded into the binary or one
located at a location specified in the binary. Once it pop-
ulates its peer list initially, it requests lists from those bots
and uses the new peerlists that are sent to it to repopulate
its own. Then it periodically repeats the operation to ensure
it has a fresh peerlist.

4.3.2 Death of the Waledac Botnet
In February 2010, Microsoft, as well as several other orga-

nizations including Shadowserver, University of Mannheim [11],
University of Bonn, the University of Washington, Syman-
tec, and others [16] worked together to take down the Waledac
botnet. The entire operation was known as Operation b49
and was one of the first major actions of a larger project
called Project MARS (Microsoft Active Response for Se-
curity) which is a project Microsoft is heading to combat
botnets.

Although the specifics of how Operation b49 took down
the Waledac botnet have not been published, we can dis-
cus what techniques they may have used. From Williams’
statement in [16] the takedown occurred on every level of
the botnet. They disrupted the communication of the P2P
bots, which also severed communication among the worker
bots as they relied on the P2P bots to communicate. In
addition, they disrupted the upper levels of communication
as well to prevent the P2P bots from contacting the distri-
bution servers.

In [16] Holz mentions that Microsoft’s legal department
had a hand in the takedown. The legal department won a
court order which allowed them to block 277 domain names
used by the botmaster to control the botnet [15]. This would
have completely removed the two upper levels of the commu-
nication structure until the botmaster could purchase new
domain names, reconnect to the botnet, and update them
to communicate through the new domain names by propa-
gating the update through the P2P network.

Guessing how Operation b49 disrupted communication on
the lower levels is more difficult. In [16], Williams describes
the way they disrupted communication on this level as“peer-
to-peer communication disruption through technical coun-
termeasures...” which is pretty broad. Sinclair et al. [10]
describes how they would take down Waledac. They pro-
pose a technique that I will refer to as peer-list poisoning
after the term index poisoning [14]. Peer-list poisoning is a
technique where a bot is tricked into adding bots that do
not exist to its peer list. Once enough bots have enough
fake entries in their lists communication halts as messages
no longer propagate through the network properly. Sinclair
et al. [10] proposed that the peer lists of Waledac could be
poisoned by adding fake P2P bots to the botnet that do not
do anything except respond to requests for peer lists. When
their peer list is requested from the fake bot it gives a list
of IP addresses that point to nothing. If enough fake bots



send out enough fake peer lists the fake entries could prop-
agate through the network significantly reducing its ability
to function.

Taking down the Waledac botnet in this way would be a
large amount of work and would require co-ordination from
multiple organizations. Disrupting the upper levels took Mi-
crosoft’s legal team to block the domain names, which was
not a trivial undertaking. First, they had to identify all 277
different domain names the servers were using, then get the
court order put through to get those blocked before they
changed to a different domain. Then, they had to set up
enough fake bots that they could sufficiently poison peer
lists to stop communication. The Waledac botnet consisted
of 70,000 [15] to 160,000 [10] bots. This means that the
number of fake bots counted in the thousands. Finally, all
of these attacks had to occur simultaneously because if ei-
ther the upper or lower level of communication remained
intact the botmaster could use it to re-organize the botnet.

5. CONCLUSIONS
Understanding how the communication structures of bot-

nets work as well as their trade offs is critical to detecting
and defending from botnets. Command and control botnets
are easier to create and maintain but are easier to detect.
Meanwhile, peer to peer botnets are more difficult to cre-
ate and maintain, but have the advantage of being harder
to detect. However, there are multiple techniques to miti-
gate these issues with either system that in turn also have
trade offs, such as using domain flux in the case of C&C
botnets or piggybacking off of pre-existing networks for P2P
networks.

The Miner network takes aspects of both C&C and P2P
networks to make a network that is easy to maintain due
to the distribution servers acting as a somewhat centralized
control center, handling peer list population and communi-
cation from the botmaster to the botnet which are difficult
issues in a P2P network. Meanwhile, the Miner botnet also
uses bots as distributed distribution centers which means
there is less traffic coming from the distribution servers so
they are harder to detect as well as being able to function
even if the distribution servers are removed completely [9].

The takedown of the Waledac botnet shows how difficult
these bots can be to take down. Because modern botnets of-
ten have backup systems in place multiple approaches must
be used simultaneously. In addition, each approach must be
comprehensive enough to stop communication on that level
entirely. Microsoft had to take down nearly 300 distribu-
tion servers and thousands of fake bots had to be inserted
into the Waledac network to poison the peer lists to a suf-
ficient degree to stop communication on the P2P layer. In
the future, I suspect sophisticated takedowns will become
increasingly common as botnet technology develops further
and the technology necessary to counter them will have to
grow as well.
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