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Purpose
Examples
Challenges
Types
Prediction

Recommender Systems

Recommender Systems

@ Make personalized recommendations
@ Save user time and effort
@ Increase consumption and customer loyalty

v
Process:

@ Collect information regarding user preferences
@ Predict user ratings based on collected information

o Make recommendations based on predicted ratings

\
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Purpose
Examples
Challenges
Types
Prediction

Recommender Systems

Recommender Systems

amazoncom

NETELIX

PANDORA

internet radio

Seth Sorensen Accuracy of Similarity Measures in Recommender Systems



Purpose
Examples
Challenges
Types
Prediction

Recommender Systems

Recommender Systems

Challenges:

o Calculate accurate predicted ratings

o Adequately handle situations in which data is sparse
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Purpose
Examples
Challenges
Types
Prediction

Recommender Systems

Recommender Systems

Collaborative filtering

Users who have exhibited similar preferences in the past are likely
to provide similar ratings for co-rated items.

Content-based
Two items that exhibit high levels of similarity are likely to receive
similar ratings from a user.

| A\

A\
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Recommender Systems PUpeEs
’ Examples
Challenges
Types
Prediction

Recommender Systems

Prediction functions
o Calculate predicted rating for user u of some item d

e Denoted by R(u, d)
Weighted arithmetic mean (WAM):

k
WAM(X) =) wyx;
j=1

Assuming:

wj =1

Jj=1
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Recommender Systems PUpeEs
’ Examples
Challenges
Types
Prediction

Recommender Systems

Collaborative filtering:

(u,d) = ZSIITI u, uj)R(uj, d)

Jj=1

Content-based:

R(u,d) = Zs:mdd (u,d))
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Purpose
Examples
Challenges
Types
Prediction

Recommender Systems

Recommender Systems

sim(u, uj)

sim(d, d;)
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Similarity Measures Cosine Similarity
Pearson Correlation

Cosine Similarity

Given two users, u and u;, calculate sim(u, u;).

D = {di, d,...,dpn} is the set of all items that have been rated by
both v and u;.
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Similarity Measures Cosine Similarity
Pearson Correlation

Cosine Similarity

Given two users, u and u;, calculate sim(u, u;).

D = {di, d,...,dpn} is the set of all items that have been rated by
both v and u;.

R(u, d1) R(uj, d1)
R(u, d2) R(u,',dz)
R(u.dy) R(ur, dn)
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Similarity Measures Cosine Similarity
Pearson Correlation

Cosine Similarity
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Similarity Measures Cosine Similarity
Pearson Correlation

Cosine Similarity

u-up _
cos(0) = Tl Tl — sim(u, u;)
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Similarity Measures Cosine Similarity
Pearson Correlation

Cosine Similarity

u-up _
cos(0) = Tl Tl — sim(u, u;)

k
R(u,d) = Z sim(u, u;)R(uj, d)
i=1
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Similarity Measures Cosine Similarity
Pearson Correlation

Cosine Similarity

u- u;

o] flusll

R(u,d) = Z”u o R(uj, d)

ul| [[ui

cos(0) = = sim(u, u;)
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Similarity Measures Cosine Similarity
Pearson Correlation

Cosine Similarity

k u-u; .
_ 2= ufug R4 9)
k u-u;
2 [[ullflus]
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Similarity Measures Cosine Similarity
Pearson Correlation

Similarity Measures

Given two users, u and u;, calculate sim(u, u;)

D = {di, dy, ...,dp} is the set of all items that have been
rated by both v and u;
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Similarity Measures Cosine Similarity
Pearson Correlation

Correlation Coefficient

Cov(X,Y)

corr(X,Y) =
oXOY
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Similarity Measures Cosine Similarity
Pearson Correlation

Correlation Coefficient
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Similarity Measures Cosine Similarity
Pearson Correlation

Correlation Coefficient

oxXoy
X=u
Y = u;
Co i
corr(u, uj) = 7‘/(”’ ui)
Loy,
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Similarity Measures Cosine Similarity
Pearson Correlation

Correlation Coefficient

Cov(X,Y)

Cov(u, uj)
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Similarity Measures Cosine Similarity
Pearson Correlation

Covariance

Cov(X,Y) = E[(X — E[X])(Y — E[Y])]
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Similarity Measures Cosine Similarity
Pearson Correlation

Covariance

Cov(X,Y) = E[(X — E[X])(Y — E[Y])]

Cou(u, ) = = > (R(u, ;) ~ R(a))(R(u, &) ~ R(w)

j=1
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Similarity Measures Cosine Similarity
Pearson Correlation

Correlation Coefficient

oxXoy
X=u
Y = u;
Co i
corr(u, uj) = 7‘/(”’ ui)
Loy,
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Similarity Measures Cosine Similarity
Pearson Correlation

Correlation Coefficient

corr(X,Y) = Cov(X,Y)
oxXoY
X=u
Y = u;

5 21 (R(us dj) — R(u))(R(ui; dj) — R(uy))

Ouly;

corr(u, uj) =
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Similarity Measures Cosine Similarity
Pearson Correlation

Correlation Coefficient

ox

Oy
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Similarity Measures Cosine Similarity
Pearson Correlation

Standard Deviation

ox =/ El(X = E[X])?]
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Similarity Measures Cosine Similarity
Pearson Correlation

Standard Deviation

ox =/ El(X = E[X])?]

(R(u, d;) — R(u))?
j=1

S|

Oy —
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Similarity Measures Cosine Similarity
Pearson Correlation

Correlation Coefficient

Cov(X,Y)
oXoY

corr(X,Y) =

L ((R(u, dj) — R(u))(R(ui, dj) — R(u;))

Ouoy,

corr(u, uj) =
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Similarity Measures Cosine Similarity
Pearson Correlation

Correlation Coefficient

Cov(X,Y)

corr(X,Y) =
oXOY

L3371 (R(u, ) — R(u))(R(ui, ) — R(u)
VES L (R(e.d) — R@)Po,

corr(u, uj) =
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Similarity Measures Cosine Similarity
Pearson Correlation

Correlation Coefficient

corr(X,Y) = Cov(X,Y)
oXOY
5 271(R(u, dj) — R(u))(R(ui, d) — R(ur))

corr(u, uj) =

VE SR, ) — R())2\ /3 S0 (R(ui, ) — R(u)?
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Similarity Measures Cosine Similarity
Pearson Correlation

Correlation Coefficient

Cov(X,Y)

corr(X,Y) =
oXOY

SR d) R())(R(ui, ) — R(w)
/SR d) - RGP (Rlu ) — R(@)?

corr(u, u;)
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Similarity Measures Cosine Similarity
Pearson Correlation

Correlation Coefficient

Cov(X,Y)

corr(X,Y) =
oXOY

SR d) R())(R(ui, ) — R(w)
/SR d) - RGP (Rlu ) — R(@)?

corr(u, u;)

k
= Z sim(u, u;)R(uj, d)
i=1
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Similarity Measures Cosine Similarity
Pearson Correlation

Correlation Coefficient

Cov(X,Y)

corr(X,Y) =
oXOY

SR d) R())(R(ui, ) — R(w)
/SR d) - RGP (Rlu ) — R(@)?

corr(u, u;)

(u,d) = Zcorr u, up)R(uj, d)
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Similarity Measures Cosine Similarity
Pearson Correlation

Correlation Coefficient

Cov(X,Y)

corr(X,Y) =
oXOoY

SR d) R())(R(ui, ) — R(w)
/S (R d) — R@) S (Rus ) — R(u)?

S corr(u, u;)R(uj, d)
fozl corr(u, u;)

corr(u, u;)

R(u,d) =
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Experiment
Results

@ Orkut

Orkut Biiyiikokten

Communities - groups of users with a shared interest

Four months, 50,000 communities
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Experiment
Results

Preparation

Initial data set

@ All pairs of the form (u, ¢), where c is a community to which
at least 20 members belong, and u is a user that belongs to at
least one such community

@ 19,792 communities, 181,160 users

v

Initial calculations

@ Similarities were calculated for each pair of communities, using
6 different measures, including the cosine similarity measure

@ Calculations were based on the number of overlapping
members

o Similarities were calculated once at the beginning of the
experiment

V.
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Experiment
Results

Recommendation

July 1 2004 - July 18 2004
New users

Base community

e 6 o6 o

Select two similarity measures “in a deterministic manner so
that a given user always saw the same recommendations for a
given community”

@ Interleave the top six results returned by each measure

@ Display recommendations on base community page in rows of
three with name, link, and picture (optional)
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Experiment
Results

Observation

M — M - Member of base community, already member of
recommended community

n — M - Not member of base community, already member of
recommended community

M — n - Member of base community, not member of
recommended community, doesn’t join

n — n - Not member of base community, not member of
recommended community, doesn’t join

M — j - Member of base community, not member of
recommended community, does join

n — j - Not member of base community, not member of
recommended community, does join
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Experiment
Results

Observation

Conversions

M — j - Member of base community, not member of
recommended community, does join

n — j - Not member of base community, not member of
recommended community, does join
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Experiment
RESTE

Measures M —j n—j

Wins Losses Ties | Wins Losses Ties
Cosine Sim2 | 6899 4993 2977 | 2600 1853 1073
Cosine Sim3 | 6940 5008 2743 | 2636 1872 1078
Cosine Sim4 | 6929 5064 2697 | 2610 1865 1064
Cosine Sim5 | 7039 4834 2539 | 2547 1983 941
Cosine Sim6 | 8186 4442 1638 | 2852 1655 564

Table : Wins, losses, and ties for the L2 similarity measure when
compared to 5 other similarity measures [16]
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Experiment
Results
MovielLens

Experiment

Lathia et al., 2008

(]

MovielLens data set - movie ratings on a scale of 1 to 5

Compare the accuracy of predicted ratings calculated using 7
different measures of similarity

@ Each measure returns a value in the range [-1.0, 1.0]
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Experiment
Results
MovielLens

Similarity Measures

Co-rated:
@ Based on the quantity of co-rated items
@ R, is the set of items rated by user u

@ Ry, is the set of items rated by user u;

RN Ry

sim(u, U,') = m
u u;
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Experiment
Results
MovielLens

Similarity Measures

Concordance:

o Concordant - Both users rate the item higher than their
respective average ratings or both users rate the item lower
than their respective average ratings

@ Discordant - One user rates the item higher than their average
rating and the other rates it lower than their average rating

@ Tied - The rating of one or both users is the same as their
average rating

_ [/ = 1D

sim(u, uj) = W
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Experiment
Results
MovielLens

Similarity Measures

Remaining 5 measures:
@ Pearson Correlation Coefficient (PCC)
Weighted PCC
R(0.5, 1.0)
R(-1.0, 1.0)

*]
(*]
(*]
o Constant(1.0)
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Experiment
Results
MovielLens

Calculations

@ Divide data set into sl, s2, s3, s4, and s5

o Calculate a predicted rating for every actual rating provided in
the initial data set by substituting each of the 7 similarity
measures into the equation:

— Sk sim(u, up)[R(uj, d) — R(uj)]
R(u,d) = R(u
(v d) () + Sk sim(u, u;)

and varying k.
o Calculate the mean average error for each measure of
similarity
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Experiment
RESTE

MovielLens

Dataset Co-Rated Concordance PCC R(0.5, 1.0) R(-1.0, 1.0) Constant(1.0)
s1 0.7718 0.7992 0.8073 0.7773 0.7812 0.7769
s2 0.7559 0.7825 0.7953 0.7630 0.7666 0.7628
s3 0.7490 0.7706 0.7801 0.7554 0.7563 0.7551
s4 0.7463 0.7666 0.7792 0.7534 0.7554 0.7531
sb 0.7501 0.7715 0.7824 0.7573 0.7595 0.7573
Average 0.7548 0.7781 0.7889 0.7613 0.7638 0.7610

Table : The average error of the predicted rating, ordered by dataset [11]
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Experiment
RESTE

MovielLens

k Co-Rated Concordance PCC R(0.5, 1.0) R(-1.0, 1.0) Constant(1.0)
1 0.9449 0.9492 1.1150 1.0665 1.0341 1.0406
10 0.8498 0.8355 1.0455 0.9595 0.9689 0.9495
30 0.7979 0.7931 0.9464 0.8903 0.8848 0.9108
50 0.7852 0.7817 0.9007 0.8584 0.8498 0.8922
100 0.7759 0.7728 0.8136 0.8222 0.8153 0.8511
153 0.7725 0.7727 0.7817 0.8053 0.8024 0.8243
229 0.7717 0.7771 0.7716 0.7919 0.8058 0.7992
459 0.7718 0.7992 0.8073 0.7773 0.7812 0.7769

Table : The average error of the predicted rating, ordered by
neighborhood size, for s1 [11]
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Experiment
RESTE

MovielLens

o Orkut et al. find that certain similarity measures perform
better than others.

o Lathia et al. find that choice of similarity measure does not
affect the accuracy of predicted ratings and that predicted
ratings are most accurate when k approaches the size of the
data set.

@ The experiments considered two different sets of similarity
measures, used different types of test data, and based
conclusions on different types of observations.
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Experiment
RESTE
MovielLens

Acknowledgements

o Kristin Lamberty

@ Nic McPhee

o Elijah Mayfield

Seth Sorensen Accuracy of Similarity Measures in Recommender Systems



Experiment
RESTE

MovielLens

Questions?

Comments?
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RESTE

MovielLens
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