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ABSTRACT
Topic discovery and topic evolution are fields of study with
continuous development over the past two decades. Topic
discovery is the process of labeling a document with a set
of topics which accurately describe the purpose of the doc-
ument. Topic evolution is the description of changes within
a set of features showing how those features describe topics
differently or similarly over a period of time. Topic evolution
began its development at the turn of the century, and mod-
ifications to the processes behind topic evolution increased
rapidly with aid from social media. Today, topic evolution
utilizes the optimal methods behind topic discovery to lay
the foundation for its algorithms. I discuss the major roots
for topic discovery and its latest modifications via social me-
dia in the current paper. Then show the improvements social
media has granted to enable the topic evolution algorithm
LTECS (Learning Topic Evolution from Content and Social
media activity). LTECS is an approach for both topic dis-
covery and topic evolution.
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1. INTRODUCTION
For our purposes a document is a collection of words that

have one or more key ideas. A collection of documents is
known as a corpus. The ideas in each document are known
as topics. Topic discovery is the process of revealing topics
describing a document. Topic evolution is an evaluation of
changes in topic definitions over time. We use social media
outlets for optimizing topic discovery and evolution algo-
rithms. Social media users share a variety of documents,
and connect the world through sharing, blogging and post-
ing about their interests. This set of activities allows for
large scale data collection. The documents and their context
is used in topic discovery and evolution. Access to informa-
tion around these documents lead to more accurate results.

This work is licensed under the Creative Commons Attribution-
Noncommercial-Share Alike 3.0 United States License. To view a copy
of this license, visit http://creativecommons.org/licenses/by-nc-sa/3.0/us/ or
send a letter to Creative Commons, 171 Second Street, Suite 300, San Fran-
cisco, California, 94105, USA.
UMM CSci Senior Seminar Conference, December 2015 Morris, MN.

For example, if an article is shared only by users who label
themselves as chefs or cooks, we can determine there is a
high probability that the article is about food (see section 4
for more details). This example is topic discovery through
social media. Topic discovery has evolved immensely since
the invention of Latent Dirichlet Allocation (LDA). LDA
will be discussed further in section 3. Today, most methods
of topic discovery use variations of LDA or Non-Negative
Matrix Factorization (NMF). NMF will be covered in depth
in section 2. This paper reviews The badge model for an
example of topic discovery using NMF. The badge model
will be covered in section 4.

Social media as a data outlet has consistent amounts of
documents shared month to month [1]. This is an advantage
for testing topic evolution models. Topic evolution is the de-
scription of changes within a subset of features showing how
those features describe topics differently or similarly over a
period of time. For example, an article printed in the 1920’s
describes an increase in power for the national government.
Using a method of topic discovery we determine this arti-
cle is about Republicans. However, if we modify the topic
discovery algorithm to compare it to articles from the 21st

century, it would label the document as Democratic. The
feature ”big government” has changed which party it is as-
sociated with over time. The description of this change is
its topic evolution. In the current paper I review the topic
evolution method LTECS (Learning Topic Evolution from
Content and Social media activity) in section 5.

2. BACKGROUND
A vocabulary is each word in the corpus we are using.

Stemming is the process of reducing words to their base
form. For example, the words exercising, exercised, and ex-
ercises can all be stemmed to the word exercise. For our
purposes when we refer to a word in a vocabulary, we are
referring to all words that can be stemmed to the given word.

A model is a system used to describe a set of observations.
We use a model as a tool for describing a corpus. A model
is created by using a sample of documents from the corpus.
Once a proper model is created, we can draw conclusions
about other documents in the corpus that were not part of
the sample. The methods covered in this paper use an it-
erative approach for model creation. An iterative approach
works by creating multiple models and using the one with
the least amount of error. The process for determining the
amount of error is dependent on the type of model. Proba-
bilistic models evaluate the probability of the model being
a possible description of the corpus. A higher probability
means less error in the model.
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TheWilliam Randolph Hearst Foundation will give $1.25 million to Lincoln Center, Metropoli-
tan Opera Co., New York Philharmonic and Juilliard School. “Our board felt that we had a
real opportunity to make a mark on the future of the performing arts with these grants an act
every bit as important as our traditional areas of support in health, medical research, education
and the social services,” Hearst Foundation President Randolph A. Hearst said Monday in
announcing the grants. Lincoln Center’s share will be $200,000 for its new building, which
will house young artists and provide new public facilities. The Metropolitan Opera Co. and
New York Philharmonic will receive $400,000 each. The Juilliard School, where music and
the performing arts are taught, will get $250,000. The Hearst Foundation, a leading supporter
of the Lincoln Center Consolidated Corporate Fund, will make its usual annual $100,000
donation, too.

Figure 8: An example article from the AP corpus. Each color codes a different factor from which
the word is putatively generated.
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Figure 1: Each column represents a topic. The
words in the column are the words LDA used to
generate that topic. The topic names were chosen
by hand by looking at the columns.

● In  ​statistics​,  ​latent  variables ​  (from  ​Latin ​:  ​present  participle ​  of  ​lateo ​  (“lie  hidden”),​[1]​  as  
opposed  to  ​observable  variables​),  are  ​variables​  that  are  not  directly  observed  but  are  rather  
inferred  (through  a  ​mathematical  model ​)  from  other  variables  that  are  observed  (directly  
measured)  -­  ​https://en.wikipedia.org/wiki/Latent_variable    

● Ajit  P.  Singh  and  Geoffrey  J.  Gordon.  Relational  learning  via  collective  matrix  factorization.  
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Figure 2: The matrix in the center shows associa-
tions between words and topics. This is a dictionary.

A loss function is how matrix models determine the amount
of error in the model. A dictionary is a matrix creating an
association between words and topics. First, we describe the
process of dictionary creation through NMF, then show how
a loss function determines the amount of error. In figure 2
the matrix on the left describes a document. The center ma-
trix is the dictionary we are attempting to create, and the
matrix on the right is the weights of each topic describing
the document. The given document can be described as:

• Half of the words in the document are stemmed to Tree
and the other half to Snow.

• The document is described most by the word Sea (60%),
and is also described by the words Forest (20%) and
Winter (20%).

Solving for the center matrix gives us a dictionary asso-
ciating the words Fish, Tree, Star, and Snow, to the topics
Sea, Forest, and Winter. However, this dictionary would not
be very accurate, because it is based on one document. The
process of using many documents to create a dictionary is
NMF. NMF begins by taking a sample of documents from
a corpus and assigning them topics (through a process like
LDA, see section 3). Then we solve for a dictionary. How-
ever, it is highly unlikely to find a dictionary that works.
Instead we solve for a dictionary with the least error.

An l2-norm is the square root of all the entries squared
and added together. This value enumerates the amount of
error for the dictionary. NMF discovers the dictionary with
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Figure 1: Graphical model representation of LDA. The boxes are “plates” representing replicates.
The outer plate represents documents, while the inner plate represents the repeated choice
of topics and words within a document.

where p(zn |θ) is simply θi for the unique i such that zin = 1. Integrating over θ and summing over
z, we obtain the marginal distribution of a document:

p(w |α,β) =
Z
p(θ |α)

 
N

∏
n=1
∑
zn
p(zn |θ)p(wn |zn,β)

!
dθ. (3)

Finally, taking the product of the marginal probabilities of single documents, we obtain the proba-
bility of a corpus:

p(D |α,β) =
M

∏
d=1

Z
p(θd |α)

 
Nd

∏
n=1
∑
zdn
p(zdn |θd)p(wdn |zdn,β)

!
dθd .

The LDA model is represented as a probabilistic graphical model in Figure 1. As the figure
makes clear, there are three levels to the LDA representation. The parameters α and β are corpus-
level parameters, assumed to be sampled once in the process of generating a corpus. The variables
θd are document-level variables, sampled once per document. Finally, the variables zdn and wdn are
word-level variables and are sampled once for each word in each document.

It is important to distinguish LDA from a simple Dirichlet-multinomial clustering model. A
classical clustering model would involve a two-level model in which a Dirichlet is sampled once
for a corpus, a multinomial clustering variable is selected once for each document in the corpus,
and a set of words are selected for the document conditional on the cluster variable. As with many
clustering models, such a model restricts a document to being associated with a single topic. LDA,
on the other hand, involves three levels, and notably the topic node is sampled repeatedly within the
document. Under this model, documents can be associated with multiple topics.

Structures similar to that shown in Figure 1 are often studied in Bayesian statistical modeling,
where they are referred to as hierarchical models (Gelman et al., 1995), or more precisely as con-
ditionally independent hierarchical models (Kass and Steffey, 1989). Such models are also often
referred to as parametric empirical Bayes models, a term that refers not only to a particular model
structure, but also to the methods used for estimating parameters in the model (Morris, 1983). In-
deed, as we discuss in Section 5, we adopt the empirical Bayes approach to estimating parameters
such as α and β in simple implementations of LDA, but we also consider fuller Bayesian approaches
as well.
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Figure 3: This template shows the connection be-
tween parameters and variables in the LDA Model.

the lowest l2-norm. However, this process is very computa-
tionally heavy. Different forms of NMF alter the process for
discovering the minimum error as seen in sections 4 and 5.
The result of altering the l2-norm of a function is the loss
function for the model.

3. LATENT DIRICHLET ALLOCATION
LDA works as an iterative process. The goal is to find

out which topics have the highest probability of being the
topics that helped create the paper. Unlike the examples
mentioned previously, LDA describes a topic as words that
are correlated with each other. Figure 1 shows potential
results from using LDA to get a document’s topics. LDA
works under the assumption that three dependencies held
true when the document was created.

1. A document was created with a topic distribution de-
scribing the topic proportions within the document.

2. Each topic has a word distribution describing the word
proportions within the topic..

3. Each word in the document was created based on the
topic distribution, and the word distribution.

The process begins by stemming, then removing words
that will not be useful for discovering topics. For example,
words such as The, For, A, By, and As are used frequently
across all topics. We would remove these words from the
vocabulary. However, words such as Fish, Tree, Car, and
Oxygen are important to identifying topics. These words
would remain in the vocabulary.

We set β1:K equal to the word distribution for each topic.
These distributions are random to begin so we use Dir(V )
to create the word proportions with a Dirichlet distribution
(V is a vector the size of the vocabulary). Let K denote
the number of topics in the corpus. We set θ to an M ×K
matrix, where M is the number of documents in the corpus.
Then for each row in θ we pass α (a K sized vector) to the
function Dir(α) to create a Dirichlet distribution for each
row z in θ.

We use figure 3 to understand the dependencies and pa-
rameters we are attempting to discover. Recall the three
assumptions made earlier for LDA. The first corresponds to
the parameter z. In figure 3 we see this as a blank circle,
this means it is a parameter we are attempting to discover.
The same is true for β (assumption 2). We are using the
third assumption to create our model. If we can discover a
β and θ that result in generating our corpus, then we have
discovered model used to create the corpus. However, given
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Figure 4: The figure shows an example of yi ≈ Bθi.
Where our dictionary B is known and we are at-
tempting to find θ for document i

the assumptions that are made, we know this is impossible
[1]. Instead we attempt to find a model that has the high-
est probable chance of creating the corpus. This is done
by editing the parameters for the Dirichlet distributions nu-
merous times. After each time, we check the probability of
the corpus being generated under those parameters. This is
repeated until skewing the parameters continuously results
in a lower probability. Then, the model with the highest
probability is used.

LDA has a major strength and weakness as a topic discov-
ery model. Through it’s simplicity LDA allows for building
more specific probabilistic models for handling specific cor-
pora. The weakness of LDA is its assumption on context
accuracy. The use of the word mouse might be considered
a sign of the topic computer. However, it could also be re-
ferring to the rodent in the paper. If enough anomalies like
the previous example exist in the corpus, then the results of
LDA will be skewed [1].

4. THE BADGE MODEL
The badge model uses social media to improve accuracy

for topic discovery. The badge model utilizes descriptions of
users to predict topic labels for documents shared by those
users. Unlike LDA, the badge model uses matrix factoriza-
tion to determine topic labels for a document. The badge
model uses matrix factorization to train a dictionary. Then
this dictionary is used to determine the topics for a docu-
ment.

The badge model operates under the assumption that
there is a set of users who are associated with a document.
This association, we assume, means a word describing the
user also has a weight on the potential topic of the document
[5]. We call a word describing a user a tag. For example, if
a document is read by 100 people, 30 of which have the tag
chef, and 85 have the tag vegetarian, we can conclude that
the article is about vegetarian food. In this example, we
also see that the proportion of each tag leaves an influence
on the interpretation. While 85 readers were vegetarians,
only 30 of the total readers were chefs. This suggests the
article is more focused on diet restriction. If the numbers
were reversed we would assume it is a complicated recipe
for chefs, that happens to be vegetarian. The badge model
returns topics with weighted results so we can draw these
conclusions [2].

The badge model uses matrix factorization to determine
the weight of each topic. It first takes each word in every
document in the training corpus as the training vocabulary.

It then starts training a dictionary represented as a matrix
B. This is a V x K matrix with V rows representing each
word in the vocabulary, and K potential topics that are asso-
ciated with these words. This dictionary is used in equation
1 as the base for the badge model.

yi ≈ Bθi (1)

The badge model takes document i represented by weights
in yi. In Figure 4 the document i is described by the word
tree and snow equally, and is not described by fish. The
vector y is a V sized vector containing an entry represent-
ing each word in the corpus vocabulary. It sets this equal
to the dictionary matrix B multiplied by the vector θi. The
vector θi is a weight of the ”badges”, or topics, used to de-
scribe document i. Figure 4 shows a completed dictionary
associating each word with a topic. The goal is to find a θi
to complete the formula.

For the badge model to succeed in labeling a document,
it has to train a dictionary beforehand. This process must
solve a key problem with user to document association. The
matrix B is a representation of weights for topics associ-
ated with a variety of documents. However, to create this
dictionary we assume the set of badges describing a user
also describes a document shared by the user. While this
assumption is reasonable, it is not intended to include all
the badges describing the user. Let’s look at the vegetarian
example from before to understand the issue. While almost
every reader was labeled as a vegetarian, these users were not
only labeled as vegetarians. Some were labeled as Lawyers,
Chefs, Mothers, Fathers, etc. The important badges will
show up in more individuals than the badges not describing
the document. It is this description that must be upheld
when training the dictionary.

To train the dictionary, the badge model uses a loss ob-
jective to determine the best dictionary. A loss objective
approach means it will create numerous variations of the
dictionary and choose one that is the most accurate. Ac-
curacy is determined by minimizing the amount of error as
described in section 2. To determine the most accurate dic-
tionary we use the loss objective function:

min
B≥0

N∑
i=1

l(yi,Bθi) + λB

V∑
j=1

K∑
k=1

|Bjk| (2)

The function above takes several parameters: the po-
tential dictionary matrix B, the corpus of documents, the
badges used to describe users sharing the document, and a
sparsity promoter parameter. The corpus of documents is
broken down into weighted vectors, where yi is the weights
for document i. Each document is iterated over in the left
side of the summation to use as a parameter in the l func-
tion. The l function the l2-norm described in section 2. This
function also uses the vector of user badges associated with
that document, and the dictionary matrix as well. The last
parameter λ, is the sparsity promoter. The value of λ is
increased if we would like to penalize matrices that are not
sparse. For an in-depth solution to equation 2 use the sup-
plemental material for [2]. Solving equation 2 by optimizing
over the matrix B gives us the final dictionary with the least
error.

The dictionary training is where the badge model stands
out from other forms of NMF methods for topic discovery.
Older forms of NMF use methods such as LDA to obtain a



(a) Olympics (#2) (b) soccer (#5) (c) Labour (#10) (d) views (#27)

Figure 4: (a-c) Word clouds representing three of the most frequently used badges in coding articles from The Guardian in
our September 2012 test data set. The size of a word is proportional to its weight in the badge. (d) This word cloud represents
“views,” the 27th most heavily used badge when we code the September 2012 Guardian articles. This is the first badge in the
ranking with an incoherent word representation, which is unsurprising, since a word like “views”does not naturally correspond
to a specific user attribute, and is unlikely to be suitable as a badge (cf. Section 6).

Finally, our work is inspired by previous work that at-
tempted to learn a latent badge representation of individual
users based on their Twitter behavior [10]. Our work has
a different goal, in that we seek to build a general-purpose
document representation by learning associations between
badges and document content from millions of users. More-
over, the prior work uses a pre-defined set of approximately
30 badges, while the badge dictionaries we learn using our
methodology are comprised of thousands of badges.

5. EMPIRICAL ANALYSIS
We conduct an extensive empirical analysis of our badge-

based document representation, focusing on the question we
posed at the beginning of the paper. Specifically, we seek
to show that by representing documents by attributes of
their likely readers, we can create a document representation
suitable for personalization.

We begin by describing the large data set we use for
our evaluation, followed by both anecdotal descriptions and
quantitative comparisons, showing that our badge-based doc-
ument representation is useful and insightful.

5.1 Data Processing and Experimental Setup
To evaluate our method, we must obtain a training set

of tweeted news articles. We achieve this with access to
the Twitter Garden Hose stream, which is an approximately
10% random sample of all tweets. In our experiments, we
consider three months-worth of tweets: September 2010,
September 2011 and September 2012.5 For each of these
three months, we scan through every tweet in the Garden
Hose and extract those that are: (1) a tweet of a link; and,
(2) came from a user with a non-empty profile. This leaves
us with over 120 million tweets across the three months.

Next, as we are particularly interested in news articles,
and not videos, photos, games and other such shared web
pages, we filter the tweeted links to match one of 20,000
mainstream news sources, as defined by Google News. We
then download each news article shared in this set of tweets
that we believe to be written in the English language, re-
sulting in a smaller, but extremely rich, data set of nearly 3
million tweeted news articles.

We use standard heuristics to extract the most meaningful
unique words in these articles to create a vocabulary for
each time period, as well as extract all badges that occur
more frequently than a specified threshold. This leaves us

5Throughout the development of our approach and algo-
rithms, we used a held-out validation set of tweets and
tweeted articles, corresponding to July 2011 and July 2012.

with 4,460 unique badges in September 2010, 5,029 badges
in September 2011, and 5,247 badges in September 2012,
and vocabulary sizes of about 55,000 words.

Based on this training data, for each of the three months,
we can compute the θ and y vectors, as well as the undi-
rected graph over badges with weights wst, and commence
with dictionary learning, as described in Section 3.1. We
learn a separate badge dictionary for each of the three months;
we expect many common badges (because, e.g., there are al-
ways “vegetarians”), but we expect the word representations
of each badge to change over time. Moreover, it is important
to note here the computational efficiency of our dictionary
learning method as compared to training a standard topic
model: on the largest of our data sets, our algorithm, run-
ning on a single core, finishes in 224 minutes, more than six
times faster than a state-of-the-art distributed LDA imple-
mentation with the same number of topics (cf. Section 5.4).

For the quantitative comparisons, we require a test set of
articles. While our training requires the analysis of tweets,
any documents—including never-before-published ones—can
be represented using our badge-based document representa-
tion. Thus, for our test set, we download eight entire sec-
tions from The Guardian, a leading British newspaper, over
the three months considered in our training set, comprising
nearly 14,000 articles. We represent each test article as a
tf-idf vector over the time-specific vocabulary constructed
during training. We then code each article by optimizing
Eq. 3, using the dictionaries learned from the training data.

More details on the data processing pipeline and our op-
timization can be found in our supplemental material.

5.2 Examples
After learning badge dictionaries from the three training

sets, we can ascertain how well the badge-labeled topics cap-
ture semantic themes in our data.

Most Prevalent. As a first example, we can examine the
badges that we use most often (i.e., highest total weight)
to code the Guardian articles from September 2012 in our
test set. Three of these top badges are visualized in Fig-
ure 4: “Olympics” (ranked #2), “soccer” (ranked #5) and
“Labour” (#10).6 The characteristic words for these badges
are precisely what we would expect; for example, the top
words corresponding to the “Labour” badge are all related
to British politics. We see such high quality associations be-
tween badges and their representative words throughout our
dictionary. In fact, when ranking the badges by prevalence,

6A full listing and visualization of the top ten badges can
be found in the supplemental material.

Figure 5: Each set of words shows how strongly they describe the correlated badge with its size.

θ for each document. Recall θ is the weight of each topic
(or badge) describing its associated document. The badge
model differs by taking all of the badges describing users
who shared the article and weighting them to create θ. For
example, take the users with their badges below:

• User 1: Liberal, Minnesotan

• User 2: Liberal, Athlete

• User 3: Conservative, Athlete

The θ for the document shared by these three users would
have a weight of 1/3 for the topic Liberal, 1/3 for Athlete,
1/6 for Conservative, and 1/6 for Minnesotan. The benefits
of using topics based off of user descriptions are discussed
further later in this section.

After a dictionary has been created, the badge model uses
a similar function to equation 2 optimized over the badge
vector θi. The following equation is used when analyzing a
document for topics.

min
θ≥0
||yi −Bθi||22 + λθ||θi||1 (3)

Equation 3 promotes efficiency with values of λ close to
one or zero when solving. This promotes sparsity in the
badges vector. As a result when a document is labeled us-
ing the badge model it has varying weights to accurately
describe stronger topics in a document, and we avoid get-
ting results with numerous topics with low weights.

Now we look at examples using the badge model to re-
view its strengths and weaknesses. El-Arini et al provide a
well described experiment they performed using the badge
bodel and Twitter as its source of data. Twitter is a data
heavy social media outlet that allows for ease of use with
the badge model. It is easy to use with the badge model
because users have tags that describe them. These tags will
be used as the badges for training the dictionary. Twit-
ter also has an open API for obtaining a random sample of
tweet. El-Arini et al use the Twitter Garden Hose which
supplies a random sample of tweet in a specified time. Us-
ing the API, El-Arini et al get over 120 million tweets from
over 40 million users. The tweets come from September
2010, September 2011, and September 2012. For focusing
the data, they then cut all tweets that are not shared news
articles. They limit the articles to a set of 20,000 poten-
tial news outlets. This left over one million shared articles
for each of the time sets. They then trained a dictionary
for each period and used the dictionary for labeling a set
of articles from The Guardian. In total they tested 14,000
articles. When they created the dictionaries El-Arini et al
used 4,460 unique badges in September 2010, 5,029 badges
in September 2011, and 5,247 badges in September 2012.

(a) progressive > tcot (b) tcot > progressive

Figure 5: Here, we see the relationship between two re-
lated badges: “progressive” and “tcot” (Top Conservatives
on Twitter). The word cloud on the left contains words
that are more important for “progressive” than for “tcot,”
with the size of the word proportional to the difference in
weights between the two dictionary elements. On the right,
we see a word cloud containing the converse: words that are
more important for “tcot” than for “progressive.”

as above, we have to go down to the 27th position in the
ranking before we find a badge with a poor representation:
the “views” badge, which we visualize in Figure 4d.

Dueling Badges. An interesting exercise is to take a pair
of antonymous badges, and see how their word representa-
tions compare. In Figure 5, we see a comparison of two
popular badges related to American politics: “progressive”
(a popular liberal badge) and “tcot” (Top Conservatives on
Twitter). These dictionary elements were learned from the
2012 data, and thus come from the heat of the American
Presidential race between Barack Obama and Mitt Rom-
ney. As this race was heavy on negative campaigning (cf.,
for example, [14]), it is not surprising to see that progressive
supporters of Barack Obama were more likely than conser-
vatives to share articles about Mitt Romney, and in particu-
lar, his controversial ties to Bain Capital, a financial firm he
once headed. Likewise, conservatives are more likely than
progressives to share articles about Barack Obama, presum-
ably critical of him. We note that this analysis requires
knowing how the users describe themselves, and is thus in-
accessible to traditional topic models.

Badges Over Time. One motivation for using badges to
represent documents is their persistence over time. For ex-
ample, even if what it means to be liberal changes from
year to year, the “liberal” badge is always there to represent
liberal-leaning documents. Thus, it is instructive to consider
examples of both static and dynamic badges.

In Figure 6, we find the “music”badge, which is one of the
most static badges in our data set; its characteristic words
barely change over the two year period from September 2010
to September 2012. Namely, the type of Twitter user who
identifies herself with music in her profile is likely to share
articles with the words “music,”“band,”“album”and“song.”

In contrast, Figure 7 shows one of the most dynamic
badges in our data set: the one representing Vice President
Joe Biden. The type of user who identifies himself with
“Biden” shares rather different articles in 2010 and 2012. In
September 2010, such a user focuses on the Vice President as
well as comedian Stephen Colbert, who at the time was co-
hosting a political rally in Washington. However, by 2012,
all signs of Joe Biden have diminished, and the primary fo-
cus of this badge is on the American Presidential race.

5.3 Case Study with Political Columnists
To demonstrate how our badge representation can pro-

vide insight on the makeup of a writer’s likely readers, we
use our model to analyze fourteen notable political colum-

(a) music (2010) (b) music (2012)

Figure 6: The“music”badge is one of the most static badges
in our data set; its characteristic words barely change over
the two year period from September 2010 to September
2012, as can be seen in this pair of word clouds.

(a) Biden (2010) (b) Biden (2012)

Figure 7: The “Biden” badge is a dynamic one. In 2010,
readers with the badge share articles about Joe Biden and
Stephen Colbert, while in 2012, the focus turns to Barack
Obama and Mitt Romney, due to the Presidential campaign.

nists in the United States. These columnists each specialize
in different topics, from economics to foreign policy, and are
perceived to have different political leanings from very lib-
eral to ultra-conservative. We show through various exam-
ples that, by understanding the writings of these political
columnists through badges, we can characterize their tar-
get audiences in interesting ways. We emphasize that we
only look at the content of the columnists’ articles; only
the badge dictionary is learned from documents shared on
Twitter, and thus this analysis does not require that the
columnists’ articles appear on Twitter at all.

As a first analysis, we take each article written by each
of the fourteen columnists in July 2012, and code the ar-
ticle text in terms of badges, using our methodology. For
each columnist, we then average the badge representations
of the columnist’s articles, resulting in an aggregate badge
representation for each columnist. Examples can be found in
Figure 8. We find that the badge representation, in almost
all cases, accurately reflects the topics of expertise of the
columnists; for instance, the words “aid” and “Africa” ap-
pear prominently in the badge representation for Nicholas
Kristof, which makes sense because a reader who is self-
described to be interested in“aid”or “Africa”would be quite
likely to read Kristof’s analyses of the various humanitarian
crises in third world countries. Likewise, the badge represen-
tation for Maureen Dowd accurately shows that her likely
readers are “progressive.” It is critical to point out that
Dowd does not in fact use the word “progressive” in any of
her columns throughout this time period; rather, this coding
corresponds to the attributes of her likely readers. Addition-
ally, the badges“Irish”and“Ireland”appear prominently be-
cause Maureen Dowd was on assignment in Ireland in July
2012, writing prolifically about the country.

As a second analysis, we compare the political leanings of
the likely readers of the fourteen columnists, by coding the
columnists’ articles in terms of only the “progressive” and
“tcot” badges. In Figure 9, we place the columnists on a
spectrum, where the location of each columnist is based on
the relative weight of the “tcot” badge to the “progressive”
badge in his or her average badge representation. Thus,
columnists appearing on the left side of the spectrum are

Figure 6: The figure shows liberal references de-
scribing a Republican badge and vice versa.

El-Arini et al first analyze the resulting dictionaries. This
is important to see if the words associated with certain
badges are accurate. It is likewise important to discover
weights for words symbolizing how much association they
have with the given badge. In Figure 1 we can see the rel-
ative weights of words describing some of the most used
badges from the training set. We can see through Figure
5 (a) that the badge Olympics is strongly associated with
words such as olympic, paralympics, athletes, and london.
This shows that the dictionary was correctly weighting how
to describe the topic Olympics. The examples seen in Figure
5 (b) and (c) also show accurate descriptions of words used
to describe the badge. However, (d) shows a mixed con-
glomeration of words describing the badge view. El-Arini
et al note that this occurs only twice in the top one hun-
dred badges. This describes the accuracy of using the badge
model. However, it shows there is room for improvement in
the badge selection process used in the experiment [2].

Another area for improvement in the badge model can be
seen from using the dictionary based off articles in Septem-
ber 2012. If we look at the tags Liberal and tcot (Top
Conservatives On Twitter) we see unusual results. In Fig-
ure 6 we see the opposite of what is expected. This is ex-
plained using the context of when the dictionary is created.
The election of 2012 sparked a dramatic increase in slander-
ing the opposing party in articles. This resulted in articles
typically shared by republicans actually being about liberal
topics [2].

5. LTECS
Topic evolution expands on document labeling. The pri-

mary method this paper covers is called Learning Topic Evo-
lution from Content and Social media activity (LTECS).
LTECS uses Non-negative Matrix Factorization for labeling
documents. However, compared to the badge model (cov-
ered in section 4) LTECS implements collective factorization
in order to make predictions from two matrices at the same
time. LTECS implements collective factorization to com-
pare and contrast describing documents through a trained



corpus of labels and by using a community of users that are
connected to the document (via sharing or tweeting). In
conjunction with data over time, LTECS uses this informa-
tion to determine if topics change associations with either
topics or users.

Symbol Description

t an arbitrary time
d a document in the corpus for training
f a textual feature in a document, typically a

non-stop word
k the number of topics describing all the doc-

uments in the training corpus
N t
d the number of documents in the corpus as-

sociated with time t
N f the number of textual features in the corpus

associated with time t
N u the number of users who shared a document

at time t
Wt An N t

d x k matrix
Ht An k x N f matrix
Gt An k x N u matrix
Xt An N t

d x N f matrix
Ut An N t

d x N u matrix

Figure 7: The table can used for symbol references
in understanding the LTECS method

To begin understanding LTECS, we look at the necessary
matrices. Xt and Ut denote two matrices defined at time t
[3]. The matrix Xt is an N t

d x N f matrix at time t composed
of N t

d documents and N f textual features. Each row in Xt

represents a single document d that was shared (through
an arbitrary social media site) at time t. The document
is described by one or more of the textual features f. The
textual features that compose the columns in Xt represent
a variety of attributes semi-unique to the given document.
Here, semi-unique is used to describe an attribute that is
rare enough among all the documents that it has a possible
impact on the actual identity of the article. The matrix,
when created, is a variety of weights that show which labels
are associated to a given document. The matrix Ut is similar
to Xt except the textual features are replaced by the users
who shared a document at time t. Ut is used to help create
a connection between topics and users so we can label a
document in terms of the people who shared it. The result
is a N t

d x N u matrix. The documents used to describe Ut

and Xt are the same documents in the same arbitrary order.
However, the amount of textual features for Xt does not
need to match the number of users for Ut.

As mentioned previously, Ut and Xt are both used by
LTECS to label topics. To use these matrices for topic dis-
covery LTECS uses the standard Non-negative Matrix Fac-
torization (NMF) technique. LTECS uses a trained matrix
Ht to define Wt.

Xt ≈WtHt (4)

In equation 4, Ht is a k x N f trained matrix used to
create Wt. The number of topics describing the features and
documents may change depending on the set of documents.
To accommodate, LTECS makes k a parameter to increase
usability. Wt is a N t

d x k matrix. This matrix associates

Wt
a1,1 a1,2 · · · a1,k
a2,1 a2,2 · · · a2,k

...
...

. . .
...

aNd,1 aNd,2 · · · aNd,k


Ht

b1,1 b1,2 · · · b1,Nf

b2,1 b2,2 · · · b2,Nf

...
...

. . .
...

bk,1 bk,2 · · · bk,Nf



Figure 8: The equation above shows how Xt is
formed from the matrices Wt and Ht

a document with a variety of topics based on the highest
weights in the matrix. The matrix representations below
show how these matrices are filled.

Recall that Wt has rows equal to the number of docu-
ments and columns equaling the topics we have to choose
from as seen in figure 5. Here, if the values for a2,2 and a2,3
are equal to one, then we know that the topics associated
with column 2 and 3 perfectly describe document 2. To ob-
tain the values that fill Wt we decompose Ht with relation
to Xt. This process is the same NMF we used to describe
the badge model in section 4. The matrix Ut is used to de-
compose a matrix similar to Ht in order to relate documents
to users instead of textual features.

Ut ≈WtGt (5)

LTECS uses collective factorization to find a Wt that ful-
fills both the trained data from Gt and Ht. For a better
understanding of how collective factorization works see [4].

The purpose of LTECS is also to model how topics evolve
over time [3]. In order to satisfy this condition equation 4
is modified to include the topic evolution matrix Mt

T . This
matrix is used to describe how the topics change over time.
If the topic evolution matrix is close to the identity matrix
then the topics represent nearly the same textual features
from time t−1 to time t. Adding the topic evolution matrix
to equation 4 yields the following:

Xt ≈WtMt
THt−1 (6)

Ut ≈WtMt
TGt−1 (7)

This is also done to equation 5 to accurately represent
the topic evolution for the community of users resulting in
equation 7. When using the equation we assume Ht−1 is
known when computing information for Ht. The product
of the topic evolution matrix with Ht−1 will produce Ht.
This linear combination is the key to discovering the topic
evolution matrix. If Ht and Ht−1 are known then we can
solve the following equation for Mt

T .

Ht ≈Mt
THt−1 (8)

LTECS relies heavily on assumptions for correlations be-
tween users, content, and topic discovery. These assump-
tions mean there is a likely chance for error in many cases.
In order to determine the best topic evolution matrix and
Wt from equations 6 and 7 LTECS uses a loss function to
optimize the results. The LTECS loss function is:

L = µLT + (1− µ)LC +R (9)

The loss function above is used similarly to the objective
function in section 4. The LT represents the accuracy of
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(b) community stable; k = 5
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(c) mixed stable; k = 5
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(d) content stable; k = 15
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(e) community stable; k = 15
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(f) mixed stable; k = 15

Figure 2: This figure illustrates the effect of the importance parameter, µ on the performance. Refer to Equation 5. A high value of µ
places more weight on the topic part of the objective and less weight on the community part of the objective, and vice versa.

tiplication of T(t) by X(t) basically yields the average word
distribution within each hashtag. Once this is obtained, the
highest weighted 10 words form our groundtruth ranking.
We use Normalized Cumulative Discounted Gain (NDCG)
metric, and the Mean Average Precision (MAP) metric to
compare the rankings obtained by each algorithm to the
groundtruth. We have performed experiments by consider-
ing the best 5, 10, 15 and 20 topics for each category.

We now give details about the experimental setup. Our
objective function is optimized iteratively using the multi-
plicative update equations (Equations 17 - 21) in Section
3. The variables Wt,Ht,Gt,Mt

T ,Mt
C were given a ran-

dom non-negative initialization. The parameters were tuned
on all the data. In both datasets, the data spans for 14
days, and hence the topic discovery results that we obtained
are averages of the results obtained over that time period.
The l1 normalization parameter for CMF, the JPP model
and the LTECS model were set to 0.05. The λ param-
eter was tuned for values of {10, 100, 103 . . . 107}. It was
consistently observed that the algorithm yielded good per-
formance for λ = 107 7. We tuned for different values of
µ ∈ {0.01, 0.25, 0.5, 0.75, 1} and picked the one which gives
the best performance. We delve more into the analysis for µ
in subsequent sections. For the baselines, all the parameters
were tuned and set internally.

5.3 Social Information Vs Textual Content:
the Trade-off

The µ parameter from Equation 5 allows to bias the ob-

7While it so happens that this value of lambda worked well
for the Twitter dataset, it may not hold for other datasets.
As a matter of fact, we explore this more in Section 5.5 where
we try to assess the quality of topics by setting α = 0.5 and
λ = 0.

jective function more towards one of the modalities, if so
desired. A high value of µ biases importance to the con-
tent part of the objective and vice versa. In fact, LTECS
reduces to JPP when µ = 1 and hence JPP can never out-
perform LTECS. This section delves into investigating how
the trade-off between using content and social information
actually functions on both datasets.

For the case of community stable hashtags, the best per-
formances were achieved for 0.01 ≤ µ ≤ 0.5 (Table 1). This
implies that when a lot of importance was placed on the so-
cial context part of the objective, better were the topics that
were detected. Refer to Figure 2b and 2e. These figures il-
lustrate how the performance varies as the value of µ moves
from 0 to 1. Note that highest performance is achieved when
µ ≤ 0.5.

While considering content stable hashtags, we will focus on
LTECS and JPP in Table 1. For k = 5 and 10, we observe
best performances by both JPP and LTECS method. In
other words, LTECS algorithm exhibited best performance
when the objective contained only the content part with
µ = 1. This suggests that for topics which have a highly fo-
cused text, we need to place all the importance on content.
What is more interesting is that, it implies that even if we
add a little bit of the social context information to the ob-
jective, it actually hurts performance. Let us contrast this
result to what happens when k = 15 and 20. In those sce-
narios, we observe that the best performance was obtained
by LTECS, when µ was 0.75. For the purest 5 and 10 top-
ics, it could be that the content of those documents were
very well defined that the usage of side information actually
detracted the objective from the correct path. However as
the number of topics increases (k = 15, 20), there is perhaps
more noise in the topics and we find that the use of com-
munity information indeed helps. This suggests that for the

523

Figure 9: The graphs above show the accuracy of LTECS based on two types of measurements (NDCG and
MAP) [3]

content based labeling of the document (solving equation 4),
while LC is the accuracy of labeling based on the community
sharing the document (solving equation 5). The parameter µ
is set to put emphasis on creating either a a content accurate
or community accurate result. The complexity of optimizing
the loss objective is covered in depth in [3].

LTECS has two main purposes: topic discovery, and de-
termining if topics in a corpus are content stable, commu-
nity stable, or mixed-stable. Content stable means that each
textual feature continues to describe the same topic over
time, while the relationship between each user and its topic
changes. Community stable is the opposite of content sta-
ble, and mixed-stable is when both content and community
are stable. A content stable topic is expected to be more
common the community stable [3]. To determine if LTECS
can accurately describe community vs. content stability we
review a study conducted by Kalyanam et al.

The study began by collecting data from 80 different news
sources via twitter. Kalyanam et al. then filtered down the
information based off of missing information or document
type to obtain 33,387 articles. These articles were described
by 384 hashtags. Ground truth is the information directly
observed rather than inferred [6]. LTECS uses the hashtags
associated with each article as the ground truth for the study.
This means that the results of using LTECS should be rea-
sonably close to the hashtags describing each article to be
considered accurate. Figure 9 shows the scores of LTECS in
the experiment completed by Kalyanam et al. The score is
a weighted accuracy of the returned topics when compared
to the ground truth. The results show higher accuracy fol-
lowing µ’s value as expected. With content stable topics we
see higher accuracy at high values of µ. This is not seen
as strongly in community stable topics. Kalyanam et al.
propose this is based on the data used [3]. Figure 9 shows
the weakness in LTECS. Given the focus on topic evolution
the accuracy of the general topic discover was weakened.
Kalyanam et al. conclude by recommending further work on
using more accurate forms of topic discovery to determine
topics before evaluating the relationship between topics and
users or features.

6. CONCLUSION
Reviewing three separate methods for Topic Discovery

and Topic Evolution reveals the complexity of optimization.
By looking at LDA we discovered the strengths and weak-

nesses for probability based topic discovery. Given LDA’s
weaknesses, the badge model and LTECS utilized social me-
dia for creating inferences about how we view a document.
The badge model focused its strengths on sparsity for effi-
ciency while yeilding accurate results. This is in contrast to
LTECS which made strides to recognizing a topics evolution
while determining if it is more accurate to describe a docu-
ment via users (like the badge model) or through document
content (like LDA). LTECS uses collective factorization to
accomplish these discoveries which differs significantly from
the methods used by LDA and the badge model. There is
likely to be improvements on all of these models in the fu-
ture while attempting to create a perfect method for Topic
Discovery and Evolution.
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