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The Big Picture

● 3.6 billions users estimated to 
access a cloud service in 2018 [1]

● Public cloud revenue estimated to 
reach $278.3 billion in 2021, 
compared to $145.3 billion in 2017 
[2]

● Demand is increasing everyday
● Load balancing improves the 

likelihood that cloud services run 
efficiently and uninterrupted
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What is Cloud Computing?

● Uses computing resources to provide a wide range of services over 
the internet 

● Content is located in a data center that is connected to the internet
● Content is delivered to the user through a client, such as a web 

browser
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What is Load Balancing? 

● Process of distributing traffic to multiple servers to improve reliability 
and performance

● Increased reliability is achieved by routing incoming traffic away from 
inactive servers 

● Improved performance is achieved by balancing incoming traffic 
across multiple healthy servers so no one server is congested with 
traffic
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Load Balancing System Architecture 

11Load balancing model based on [3]

Users make requests to cloud 
service

Allocates requests to Virtual 
Machines (VM) for processing 

UR = User Request
PM = Physical Machine
VM = Virtual Machine



How does Load Balancing work?

● Two Types
○ Static Load Balancing

■ Information about the system state is gathered before run-time 
■ May lead to uneven distribution of resources [3] 

○ Dynamic Load Balancing
■ Information about the system state is updated during run-time
■ Allows transferring of tasks from overloaded to underloaded machine [3]

● Preemptive vs non-preemptive
○ Preemptive: tasks are executed for a given amount of time
○ Non-preemptive: tasks are executed until they finish
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Round Robin Algorithm

● Most widespread static load balancing algorithm [3]
● Tasks are assigned to VM’s in a cyclical manner
● Suitable for homogeneous environments
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Length Based Weighted Round Robin Algorithm 
(LWRR)

● Developed by Devi and Uthariaraj [4] 
● Non-preemptive algorithm

○ Tasks are executed without interruption

● Goal is to combine static and dynamic algorithms to reduce number of 
task migrations 
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Task Migration

● Process of moving a task from an overloaded to underloaded VM
● Expensive
● Less is better
● Idea is to effectively load balance new tasks to minimize task 

migrations at runtime 
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LWRR Architecture
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LWRR Architecture based on [4]
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LWRR Simulation Results

● CloudSim was used 
○ Provides environment to implement load-balancing and scheduling algorithms
○ Most commonly used cloud simulator
○ Written in Java

● Why use simulations?
○ Implementation can be expensive 

● Simulated with homogeneous and heterogeneous tasks in heterogeneous 
environment
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LWRR Simulation Results - Task Migrations

66

Number of homogenous task migrations [4] Number of heterogeneous task migrations [4]



LWRR Simulation Results - Completion Time
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Homogenous task completion times [4] Heterogeneous task completion times [4]
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Honey Bee Behavior Inspired Load Balancing 
(HBB-LB)

● Developed by Babu and Krishna [5] 
● Non-preemptive algorithm

○ Tasks are executed without interruption

● Utilizes honey bee foraging behavior based on Johnson and Nieh [6]
● Combines existing dynamic load balancing techniques with honey bee 

foraging behavior
● Goal is to reduce task migrations and completion time
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Honey Bee Behavior vs Cloud Environment
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Honey Bee Behavior Cloud Environment

Honey Bee Task

Food Source VM

Honey bee foraging a food source Task assigned to a VM

Honey bee running out of food at food 
source VM in an overloaded condition

Foraging bee finding a new food source Task will be moved from overloaded to 
underloaded VM



HBB-LB Algorithm

1. Find capacity and loads of all VMs
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HBB-LB Algorithm

1. Find capacity and loads of all VMs
2. Make load balancing decision

a. If Load > Maximum Capacity, exit
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HBB-LB Algorithm

1. Find capacity and loads of all VMs
2. Make load balancing decision

a. If Load > Maximum Capacity, exit
b. If σ ≤ Threshold Condition Set, exit
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HBB-LB Algorithm

1. Find capacity and loads of all VMs
2. Make load balancing decision

a. If Load > Maximum Capacity, exit
b. If σ ≤ Threshold Condition Set, exit

3. Execute load balancing until system is balanced
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HBB-LB Algorithm - Load Balancer

1. Group VMs based on load 
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HBB-LB Algorithm - Load Balancer

1. Group VMs based on load 
a. Underloaded VM (UVM)

77



HBB-LB Algorithm - Load Balancer

1. Group VMs based on load 
a. Underloaded VM (UVM)
b. Balanced VM (BVM)

78



HBB-LB Algorithm - Load Balancer

1. Group VMs based on load 
a. Underloaded VM (UVM)
b. Balanced VM (BVM)
c. Overloaded VM (OVM)

79



HBB-LB Algorithm - Load Balancer

1. Group VMs based on load 
a. Underloaded VM (UVM)
b. Balanced VM (BVM)
c. Overloaded VM (OVM)

2. Sort UVM and OVM sets

80



HBB-LB Algorithm - Load Balancer

1. Group VMs based on load 
a. Underloaded VM (UVM)
b. Balanced VM (BVM)
c. Overloaded VM (OVM)

2. Sort UVM and OVM sets
3. Sort tasks in OVM based on priority

81



HBB-LB Algorithm - Load Balancer

1. Group VMs based on load 
a. Underloaded VM (UVM)
b. Balanced VM (BVM)
c. Overloaded VM (OVM)

2. Sort UVM and OVM sets
3. Sort tasks in OVM based on priority
4. For some tasks in each OVM, find suitable UVM

82



HBB-LB Algorithm - Load Balancer

1. Group VMs based on load 
a. Underloaded VM (UVM)
b. Balanced VM (BVM)
c. Overloaded VM (OVM)

2. Sort UVM and OVM sets
3. Sort tasks in OVM based on priority
4. For some tasks in each OVM, find suitable UVM
5. Update UVM and OVM sets

83



HBB-LB Algorithm - Load Balancer

1. Group VMs based on load 
a. Underloaded VM (UVM)
b. Balanced VM (BVM)
c. Overloaded VM (OVM)

2. Sort UVM and OVM sets
3. Sort tasks in OVM based on priority
4. For some tasks in each OVM, find suitable UVM
5. Update UVM and OVM sets
6. Repeat steps 1-5 until system is balanced

84



HBB-LB Algorithm - Load Balancer

1. Group VMs based on load 
a. Underloaded VM (UVM)
b. Balanced VM (BVM)
c. Overloaded VM (OVM)

2. Sort UVM and OVM sets
3. Sort tasks in OVM based on priority
4. For some tasks in each OVM, find suitable UVM
5. Update UVM and OVM sets
6. Repeat steps 1-5 until system is balanced

85



Finding a suitable VM
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Finding a suitable VM
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HBB-LB Simulation Results - Task Migrations
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Task Migrations vs Number of Tasks for 4 VMs [4] Task Migrations vs Number of Tasks for 7 VMs [4]



HBB-LB Simulation Results - Completion Time
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Completion Time vs Number of Tasks [4]
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Conclusions

● Load balancing increases reliability and performance of cloud services
● LWRR improves load balancing by using a combination of static and 

dynamic techniques 
● HBB-LB improves load balancing by utilizing honey bee foraging 

behavior
● LWRR vs HBB-LB
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Thank you to Nic McPhee and Elena Machkasova!
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Questions?
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