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#### Abstract

Li et al designed a deep neural network that can localize and recognize car license plates and characters simultaneously in one go. It is unique when compared to other approaches, where localization and recognition would be done in two separate steps. Doing both recognition and localization in the same network allows for time and cost efficiencies that are difficult to have if two separate networks were used instead. A region proposal network developed by Ren et al. was used as a base for the network. Extensive testing and experiments done by Li et al. proved promising results for their method. In this paper, the method proposed by Li et al. will be discussed thoroughly, with the main focus being on how the license plates would be found in an image through the detection network.
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## 1 Introduction

Extracting the characters from images of license plates is an important concept in the modern world, specifically in intelligent transportation systems for reasons such as security and traffic control. There are many algorithms out there exclusively designed for the extraction of characters from license plates, and all of them require detecting (locating) the license plate in an image, and then recognizing (reading) the characters of that license plate.

Li et al [6] proposed a model structure that connects both license plate detection and recognition tasks and solves them simultaneously using a single neural network (section 2.2), unlike all other (known) license plate detection and recognition models, where they all do the recognition and detection tasks in two separate neural networks. A model that does both detection and recognition tasks simultaneously in a single neural network can provide efficiency in terms of time, cost, and other aspects as well. The model proposed by Li et al takes an image containing one license plate as its input and returns the location of the plate in the image, and recognizes its characters all at once, in a single end-to-end network. An overview of the structure of the model proposed by Li et al is shown in Figure 1 [6].

The model in Figure 1 contains many steps that work together to give the required output. In this paper, the main focus is going to be on discussing the left hand side of the model, i.e. starting from the input image and understanding how every step to its right works, all the way until the license plate detection network in Figure 1.

The upcoming sections of this paper will first give some background information on terms that will be used in the main part of the paper. Then, the paper will describe the method proposed by Li et al. and how it works, specifically the Region Proposal Network, Region of Interest (RoI) Integrating \& Pooling, and the License Plate Detection Network parts seen in Figure 1. This paper then discusses some of the results provided by Li et al. Finally, a conclusion section is provided which summarizes everything discussed in this paper.

## 2 Background

There are a few terms and technologies that will be regularly mentioned in this paper. This section will briefly define and introduce those terms and technologies either in general or in the context of Region Proposal Networks (RPNs).

### 2.1 Loss Functions and Ground-truth

A loss function evaluates certain algorithms on how they model data assigned to them, by building an accurate predictor and comparing that predictor's results to the "groundtruth" results. If a loss function returned a large value (number), that would mean that the prediction value is far from the actual value.

There are several loss functions out there, however, all of them are categorized under two main loss types; classification losses and regression losses. Classification is used for predicting outputs from sets of discrete outputs, while regression is used for the prediction of continuous outputs (e.g. predicting changing cryptocurrrency prices) [8].

The term ground-truth will be used a few times in section 3. In the context of machine learning, ground-truth refers to checking the results of machine learning algorithms, such as Deep Neural Networks (DNNs) (section 2.2.1) against what is known in real life. Ground-truth consists of manually labeled and interpreted images where people have precisely


Figure 1. The structure of the model proposed by Li et al. which is made up of a region proposal network, RoI integrating \& pooling, the license plate detection, and the license plate recognition layers [6].
identified where the license plates are and what characters they contain. [13].

### 2.2 Neural Networks

Neural networks are used to allow computer programs to recognize patterns and also solve problems in many fields such as artificial intelligence and machine learning.
2.2.1 Artificial Neural Networks. Neural networks, also known as artificial neural networks (ANNs) are a combination of nodes, or artificial neurons that connect together, forming node layers that each (neural network) contains an input, at least one hidden layer, and one output layer. Every connection between the nodes in a neural network has its own weight, and each connection in a neural network has its own value which is used to represent the strength of the connections between the nodes and layers, and are also necessary for training those neural networks.

Weights are also needed for forwarding the output of each node to the next layer. Each node has its own output value which would be multiplied by the weight vector value that connects that (output) node to the next one (input), sending the multiplication result to the next unit as its input. The process of only forwarding data (in one direction) from one layer of a neural network to the next one defines the network as a feedforward ANN. Usually, when a neural network is to contain many hidden layers, it would be classified as a DNN (Figure 2), and most DNNs are feedforward [4].
2.2.2 Training Neural Networks. Training or optimizing neural networks is an essential task that has to be taken in order to prepare a neural network that has a high accuracy when being tested using input which has not been seen by the network before. For a neural network to be considered of high accuracy, the result of its loss function should be a small


Figure 2. A simple deep neural network structure made of one input layer, three "hidden" layers, and one output layer [4].
value, where the smaller its result is, the higher accuracy it would have.

Training would first be started by randomly initializing weights for the connections of the network. A neural network can be improved by switching its weights with others that would minimize the loss value found by the loss function used as much as possible [2].

### 2.3 Convolutional Neural Networks

Convolutional neural networks (CNNs) are an extension of ANNs. One main use of CNNs that distinguishes them from other types of neural networks is their superior performance with specific inputs such as images, which are used as the input in the model proposed by Li et al.

CNNs have three main types of layers; the convolutional layer (section 2.3.1), the pooling layer (section 2.3.2), and the fully-connected (FC) layer. The first layer in a CNN is
always a convolutional layer. This layer can be followed by other convolutional or pooling layers, and the final layer in a convolutional network is a FC layer. FC layers usually take the output of the final convolutional or pooling layers as its input, which has to be flattened (section 3.3) first. The more layers there are in a CNN, the more complex it becomes [1][3].
2.3.1 Convolutional Layers. One common use of CNNs is to classify or identify one or more objects (features) of interest in an image input. This is done in the convolutional layers of the network by taking the input image in the form of numerical values and allowing the network to look for specific patterns. 3 components are required to accomplish that: an input, a filter (kernel), and a feature map. The input in our case would be a color (RGB) image with a license plate somewhere in it. An input RGB image is made from a matrix of 3-dimensions: a width, height, and the number of channels $(w \times h \times c)$. 3 channels are normally found in RGB images: red, green, and blue, giving a $c$ value of 3 . The output of a convolutional layer is a feature map with the new dimensions $w^{\prime} \times h^{\prime} \times c^{\prime}$, where the values $w^{\prime}$ and $h^{\prime}$ refer to the width and height of the map after applying the filter. $c^{\prime}$ is the output of the feature map which would increase when more convolutional layers are used. The output would then be exported into a 2-dimensional matrix to be used with the filter.

A simplified description of the filter's job is to detect features or specific elements in an input image by scanning through the image and checking whether those features are present or not. This process is called a convolution, which is where CNNs get their name from. Filters are 2-dimensional arrays of weights that can vary in size, however, they are most commonly $3 \times 3$ matrices. The filter would be applied to an area of the input image where the matrix values of the filter would be multiplied (dot product) by the values in the corresponding positions in the image. The dot product would then be sent to an output array. The filter would then shift, covering other matrices in the image where the entire process would be repeated. This is done over the entire image. The final product this process produces is what is known as a feature map. This process is visualized in Figure 3 [3].
2.3.2 Pooling Layers. Pooling layers perform dimensionality reduction which decreases the number of parameters in the image inputs. Similarly to convolutional layers, they scan a filter across an input image and clusters the values using an aggregation function, giving an output array. Two common types of pooling are max-pooling and average-pooling. In max-pooling, the filter would move across the input image, given a reasonably configured stride (the number of pixels to shift over the input matrix) and sends the pixel with the largest value in the matrix to the output array. In averagepooling, the process is the same, however, the filter takes the average of the values it is placed on top of. Pooling is


Figure 3. A visualization of how the filter in the convolutional layer works including dot product (top right) [3].
important because it helps reduce the complexity of a CNN and also improves its efficiency [3].

### 2.4 Region Proposal Networks

The model used for the detection and recognition of license plates is based on the Region Proposal Network (RPN) model developed by Ren et al [9]. RPN is an algorithm that identifies certain objects in an image, and places candidate boxes around them. This is done by first generating "proposals" in the area where the identified objects are located. Proposals are objects detected by the model and are yet to be determined as wanted objects or not, which are license plates in Li et al's paper. Proposals are generated by sliding or placing a network over a convolutional feature map provided by the CNN layers (section 2.3) such as the ones on the left in Figure 1 [9].

The structure of the RPN (Figure 4) is made of a convolutional feature map (section 2.3.1) and a sliding window. A sliding window is an area selected on the input that is used to check for wanted objects (a convolutional filter). The central point of the sliding window is called its anchor where every anchor has its own scale and aspect ratio. The scale of an anchor is its size (width $\times$ height), while its aspect ratio is the width divided by the height. The dimensions of anchors are measured in pixels.

In Ren et al's RPN, 3 scales and 3 aspect ratios were used, meaning that a total of $9(3 \times 3)$ proposals would be available for every pixel. Additionally, this means that there would be a total of $k=9$ redundant anchors that overlap together.

The RPN has a classification layer and regression layer. The classification layer determines whether a proposal contains a wanted object or not using binary classification (0 if no object was found in the area, and 1 if a wanted object is found). The regression layer finds the coordinates of the anchors of the proposals and places bounding boxes around the areas with a binary score of 1 , where bounding boxes are used to refer to areas of the proposed regions [9].

### 2.5 Intersection Over Union

Intersection over Union (IoU) is a statistic used for measuring the accuracy of object detectors. It is calculated by dividing the area of intersection by the area of union of the ground-truth bounding box $\left(R_{g t}\right)$ and the detected bounding box $\left(R_{d e t}\right)$ (Equation 1). IoU is used in loss functions to help measure how accurate the proposed bounding boxes are. [6][10].

$$
\begin{equation*}
\mathrm{IoU}=\frac{\operatorname{area}\left(R_{d e t} \cap R_{g t}\right)}{\operatorname{area}\left(R_{d e t} \cup R_{g t}\right)} \tag{1}
\end{equation*}
$$

## 3 Method

In this section, the method proposed by Li et al. will be described. The model uses 4 networks that are connected together to detect and recognize license plates. The purpose of the first 2 networks, RPN and RoI integration \& pooling seen in Figure 1, is to provide an input to the license plate detection and the license plate recognition networks that output the license plate bounding boxes and their labels.

### 3.1 Plate Proposal Generation

3.1.1 RPN Training. Li et al modified the algorithm discussed in section 2.4 to make it usable with car license plates. They designed 6 different scales with an aspect ratio (width/height) of 5 , resulting in $k=6$ anchors at each position of the input feature maps. Furthermore, the convolutional filter uses two 256-dimensional ( $w^{\prime} \times h^{\prime} \times c^{\prime}, c^{\prime}=256$ ) filters of sizes $5 \times 3$ and $3 \times 1$ (Figure 4 ) instead of the single square filter used in the RPN by Ren et al. The two filters in the RPN by Li et al. are placed simultaneously over the sliding positions. At this point, what was extracted from the image gets concatenated to form one 512-dimensional feature vector that is input into the classification and regression layers, similarly to the procedure done in section 2.4 and seen in Figure 4.

The classification layer here outputs $2 k$ scores (Figure 4) indicating the probabilities of the anchors either being license plates or not. Simultaneously with the classification layer, the regression layer outputs $4 k$ values (Figure 4) referring to the offsets of the anchor boxes to a nearby groundtruth (Figure 4). The anchor boxes (before regression) have center points $\left(x_{a}, y_{a}\right)$, and the width and height $w_{a}$ and $h_{a}$ respectively. After the 512-d vector passes through the regression layer, it gives the 4 scalar outputs ( $t_{x}, t_{y}, t_{w}$, and $t_{h}$ ), where $t_{x}$ and $t_{y}$ refer to the scale-invariant translation and $t_{w}$ and $t_{h}$ refer to the log-space height/width shift, that are used to transform to ground-truth boxes by allowing the computer to compare input license plate images together (refer to Singh and Davis [11] for details).

The bounding box offsets are given by

$$
\begin{array}{r}
x=x_{a}+t_{w} w_{a}, y=y_{a}+t_{y} h_{a}, \\
w=w_{a} \exp \left(t_{w}\right), h=h_{a} \exp \left(t_{h}\right),
\end{array}
$$

where $x$ and $y$ are the center coordinates of the bounding box after regression and $w$ and $h$ represent the width and height, after regression as well, respectively.

For a convolutional feature map of dimensions $M \times N$, there would be $M \times N \times k$ anchors, where a lot of overlapping is to be expected between them. Inaccurate and biased RPN training would occur if the number of negative anchors (anchors that do not contain license plates and are given the binary value 0 ) used for training was greater than that of the positive anchors (anchors that contain the target object and are given the binary value 1 ), which in our case are license plates. Li et al. randomly sampled 256 anchors (of size $M \times N \times k$ ) from one image as a mini-batch (user-specified number of training items), with a 1:1 ratio between the number of positive and negative anchors, to avoid having more negative than positive anchors.

Whether an anchor is positive or negative is determined, during training is based on its IoU score (section 2.5). If the IoU score for an anchor is greater than 0.7 , they would be considered as positive, while an anchor with an IoU score of less than 0.3 would be a negative, where anchors with IoU values between 0.3 and 0.7 would not be used, unless none of the anchors available have a value that is greater than 0.7 , where the greatest of them would be used and considered positive. In a case where there aren't enough positive anchors, they get merged with the negative ones giving more positive anchors to be utilized [6][9].

The binary logistic loss function (predicts either 0 or 1) is used by the classifier layer, and a loss function known as smooth $L_{1}$ (a loss function specifically used in object detection systems) is employed in the regression layer (refer to Ren et al. for more details about smooth $L_{1}$ loss).

$$
\begin{equation*}
L_{R P N}=\frac{1}{N_{c l s}} \sum_{i=1}^{N_{c l s}} L_{c l s}\left(p_{i}, p_{i}^{\star}\right)+\frac{1}{N_{r e g}} \sum_{i=1}^{N_{\text {reg }}} L_{r e g}\left(t_{i}, t_{i}^{\star}\right) \tag{2}
\end{equation*}
$$

$N_{c l s}$ refers to the size of a mini-batch and $N_{r e g}$ refers exclusively to the number of positive anchors in this batch [6]. $L_{c l s}$ refers to the binary logistic function used while $L_{r e g}$ refers to the smooth $L_{1}$ loss function. $p_{i}$ refers to the probability that $i$ is a license plate and $p_{i}^{\star}$ is a binary value of either 1 (positive anchor) or 0 (negative anchor). $t_{i}$ refers to the predicted coordinates for the anchor $i$, which are the center of the anchor and its width and height, while $t_{i}^{\star}$ refers to the related offsets for anchor $i$ relative to the ground-truth (section 2.1).
3.1.2 RPN Testing. Non-Maximum Suppression (NMS) (an algorithm that would select the best bounding box out of


Figure 4. Plate proposal generation using the altered RPN by Li et al. [6].
a set of overlapping (IoU) boxes on an image) would be employed on the entire network when testing the RPN to select 100 proposals for the processing and pooling procedures of the RPN in section 3.2 [6][12].

### 3.2 Integration and Pooling

The 256 anchors sampled from $M \times N \times k$ anchors earlier on in section 3.1 undergo bounding box regression where they would be used in later steps for plate recognition and detection. Those bounding box samples are defined as

$$
p=\left(x^{(1)}, y^{(1)}, x^{(2)}, y^{(2)}\right)
$$

where $\left(x^{(1)}, y^{(1)}\right)$ corresponds to the left top coordinate of the bounding box, and the $\left(x^{(2)}, y^{(2)}\right)$ is for the right bottom coordinate.

Positive proposals are defined as $p_{i, j}=\left(x_{i, j}^{(1)}, y_{i, j}^{(1)}, x_{i, j}^{(2)}, y_{i, j}^{(2)}\right)$ for $i=1, \ldots, n$. For every positive proposal associated with the same ground-truth license plate $g_{j}$, a bounding box with bigger size would be created (the red box in Figure 5) by merging the positive proposals together. This is done to contain all the characters in the plate since some positive anchors are unable to cover all the characters on the plate (the green box in Figure 5). Those new bounding boxes $b_{j}$ for $j=1, \ldots, m$ would then be used as positive image samples later on for plate detection and recognition. This process is only implemented in the training stage, where the 100 proposals selected in section 3.1.2 with higher plate classification scores are processed directly for detection and recognition.

Since the proposals were sampled (from $M \times N \times k$ anchors), there is a chance of having many negative anchors. Therefore, any bias due to the uneven ratio of positive and negative anchors has to be reduced. This is done for the purpose of training, by randomly selecting $3 m$ negative anchors from the 256 samples and also choosing another $4 m$ random samples (positive or negative) and form a mini-batch. Regions of interest (RoI) max-pooling would then be performed to get region features (the output of the RoI layer) of the fixed size $28 \times 4$ (width $\times$ height).

Having fixed size feature maps is essential, because the plate detection and recognition network layers to be used in the next steps can only take one size (to be used for testing the model by Li et al. in section 4) as an input at once during training and testing, which is also why the RoI integrating and pooling step is used in the first place in the model proposed by Li et al. [6].

### 3.3 License Plate Detection Network

Here is where the model by Li et al. decides whether the proposed RoIs are license plates or not, and also where the plate bounding boxes are refined. First of all, two FC layers (section 2.3) are needed in order to extract determining features from the feature maps input into the license plate detection network. Those features (in the form of a matrix) would first be flattened or transformed into a 1-dimensional vector, allowing them to fit as inputs in the two vertically structured FC layers, which have a similar structure to that of the input layer in Figure 2.

The outputs of the two FC layers would be input into two other transformation layers, where license plate classification would take place, and bounding-box regression as well. The classification transformation layer gives 2 outputs which are the probability (between 0 and 1 ) of the RoIs being license plates or not, and the regression layer gives the final bounding-box coordinate offsets of all the proposals [6].

### 3.4 License Plate Recognition Network

The region features from the RoI pooling and integration layer would be input into the license plate recognition network as well, simultaneously with the license plate detection network. Bi-directional recurrent neural networks (BRNNs). They connect two hidden layers of opposite directions in an ANN together, and a type of neural networks known as connectionist temporal classification (CTC) are used for license plate character sequence decoding, outputting recognizable license plate labels (plate numbers).

A sequence labelling algorithm (mapping sequences algorithmically) is used so that an issue known as character segmentation would be prevented from happening. Character segmentation is when an image with license plate characters would be segmented into sub-images each with one character, which can be problematic if some characters were

| Method | Detection Performance Average (\%) | Detection Speed Per Image (ms) | End-to-end Speed Per Image (ms) |
| :---: | :---: | :---: | :---: |
| Zhou et al. [16] | 90.22 | 475 | - |
| Li et al. (2013) [5] | 91.52 | 672 | - |
| Yuan et al. [15] | 97.69 | $\mathbf{4 2}$ | - |
| Li et al. (2019) [Detection Only] [6] | 99.51 | 283 | - |
| Li (2019) et al. [Jointly-trained] [6] | $\mathbf{9 9 . 7 3}$ | 279 | - |

Table 1. Testing results for the model proposed by Li et al. (2019) using the PKUData dataset [6].


Figure 5. The procedure steps taken in proposal processing and pooling training [9].
incorrectly segmented, meaning that they might not get correctly recognized [7]. Character segmentation happens here due to every character of the license plates being independent. BRNNs are able to give an output of feedforward and feedback (the opposite of feedforward networks) simultaneously. BRNNs are known for their good performance with letter and character recognition.

More in-depth details about the license plate recognition network can be found in the paper by Li et al. [6][14].

## 4 Results

Li et al. used 4 datasets to test their model:

- Car license plates from China, known as CarFlag-Large.
- Application-Oriented License Plate (AOLP).
- Caltech-cars 1999.
- PKUData by Yuan et al. [15].

The focus in this paper will be on the results provided from testing done using the image dataset PKUData by Yuan et al. found in Table 1. The method proposed by Li et al. was compared to another 3 "state-of-the-art" plate detection methods as they call them in their paper. 5 different undisclosed photographing conditions (e.g. weather or time of day when the images were captured) were used to test and train their method. The average detection performance (accuracy) results of the different capturing conditions images was then taken and used for comparisons.

Training the model was done using 322,000 images from the CarFlag-Large dataset. Training is done using this dataset because both it and the PKUData images contain only Chinese license plates. Again, testing the dataset would be done using the PKUData dataset of 3,977 images containing Chinese license plates somewhere in them.

The results show that the network achieves an average detection rate of $97.33 \%$. This is $2 \%$ greater than the previous highest average from all the other methods used for the comparison. The method by Yuan et al. has a higher detection speed (the speed in milliseconds at which license plates would be detected) since it is using support vector machines (SVMs); a different approach to classification, regression and outlier detection, instead of DNNs. The model by Li et al. comes in second place with a detection speed of 279 ms , and is also the only method that integrates both detection and recognition losses in one network, with an end-to-end detection and recognition speed of 310 ms , which as discussed earlier, has time, cost, and other efficiency advantages [6].

The testing done on the 3 other datasets gave similar results to those from the PKUData dataset. This shows that the results from the tests done are fairly accurate and can tell us that the model proposed by Li et al. has a good potential of being used or further improved to be used in the real world.

## 5 Conclusion

Li et al. proposed a DNN for the detection and recognition of license plates that does both of the steps simultaneously, in a single pass, with higher accuracy and efficiency than that of other known previous methods available. In this paper, the main focus was on how RPN works and outputs bounding boxes, where RoI integration and max-pooling is performed on them, giving region features as their output. Testing done on the network gave good results, out-performing most other license plate detection methods.
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