
Multipath TCP Overview and 
Packet Scheduling Method

Cole Maxwell
University of Minnesota, Morris



Introduction

● Modern devices have multiple 

network connections

● Transition aren’t seamless

● Connection cannot be used 

simultaneously

● MPTCP aims to solve these 

problems



Outline

● Computer Networks

● Transmission Control 

Protocol (TCP)

● Multipath TCP (MPTCP) 

connections

● Challenges of data 

scheduling

Background Results and 
Performance

Overview of a Purposed 
Packet Scheduling 

Method

● Scheduling value 

estimation

● Characteristics used

● Dynamic scheduling 

value adjustment

● Simulation results

● Performance comparison 

to other schedulers



Computer Networks

● Abstraction layers

● Layer responsible for a specific function

● Focus today
○ Network layer

○ Transport Layer

https://quizlet.com/302585362/tcpip-model-diagram/
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Network Layer

● Responsible for moving data

● Messages broken down into smaller pieces of data 

called packets

● Computers on networks have Internet Protocol (IP) 

addresses
○ Analogous to real-world street addresses

● Routers move packets between networks

https://www.cloudflare.com/learning/network-layer/internet-protocol/



Transport Layer

● IP does not handle 

○ packet ordering 

○ error checking

● User Datagram Protocol (UDP)

○ Data can be lost

○ Voice/Video

● Transmission Control Protocol (TCP)

○ Data cannot be lost

○ File download



Transmission Control Protocol (TCP)



TCP 3-way Handshake

1. The sender sends an “initial request” or synchronization 

(SYN) to the receiver to start communication

2. Receiver sends synchronization-acknowledgement (SYN-

ACK) to the sender, agreeing to connection

3. Sender sends an acknowledgement (ACK) to the receiver

● Messages can now be sent. 



Sequence and Acknowledgement Numbers
● Tacks “in flight” data to ensure delivery

● Orders received data 

● Re-sends data if not delivered

● Random 32-bit numbers

○ Discussed in relative terms



Sequence and Acknowledgement Numbers



Sequence and Acknowledgement Numbers



Multipath Transmission Control Protocol (MPTCP)



The MPTCP Extension

● Open standard

● Pushed by Apple in 2013, updated in 2020
○ For Siri performance

● Compatible with TCP

● Sends data simultaneously on all connections

● Each network connection is a subflow

● Failover mechanisms if a subflow is lost
○ Loss of Wifi

https://en.wikipedia.org/wiki/Multipath_TCP



MPTCP Connection
● Subflows use same handshake as TCP

○ Allows fallback

● Additional connection parameters are 

exchanged in the handshake

○ MP_CAPABLE - specifies if a device supports 

MPTCP

○ Session tokens identify the connection



MPTCP Add Subflows



MPTCP

● Subflows maintain sequence and acknowledgment 

numbers.
○ subflow sequence number (SSN). 

● Packets ready to send put in a sending buffer

● Data sequence number (DSN) map to SSNs
○ Position in buffer -> SSN

● A scheduler allocates packets to subflows based on a 

scheduling algorithm.



Out-of-Order Packet Problem



Subflow Characteristics



Subflow Characteristics



Subflow Characteristics

● Packet loss- when one or more transmitted data packets fail to arrive at their destination

● Can happen for many reasons, such as network congestion and hardware failure, but 

these reasons are unknown to MPTCP



Subflow Characteristics

● Round Time Trip (RTT)- the duration, 

measured in milliseconds, from when 

a request is made to when a response 

is received



A New Packet Scheduling Method



Heterogeneous Wireless Networks

● 2018 Paper: “A Dynamic Packet Scheduling Method for Multipath TCP in Heterogeneous 

Wireless Networks” from the College of Information Science and Electronic Engineering, 

Hangzhou, China

● One of the most challenging environments

○ Rapid shift in subflow characteristics



Method Goals

● Build on previous scheduling techniques:

○ Forward Prediction Scheduling (FPS)

○ Dynamic Packet Scheduling and Adjusting with Feedback (DPSAF)

● Use all the path characteristics of a subflow

● Improve throughput

● Minimize out-of-order packets



Stage One: Forward Prediction

● All path characteristics are used 

● A prediction of the amount of the 

earlier-arriving on other subflows 

packets, denoted as       , is estimated. 

● Subflows ordered by speed
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Stage One: Forward Prediction

● A simple exponential smoothing method used to periodically estimate all the path 

characteristics based on their observation

● More recent observations better reflect the current state of a path
○ Smoothing parameters are set to 0.8 and 0.9 

○ Weighs the most recent more heavily in the prediction



Stage Two: Dynamic Adjustment

● Recall that N is the predicted number of packets that can be transmitted simultaneously 

through all the other subflows

● Path condition changes quickly
○ High prediction error will accumulate rapidly

● The scheduling value (N) is adjusted
○ Minimize deviations between the predicted and the actual values.

● Actual values are determined by an additional TCP option, TCP selective 

acknowledgment (SACK).



TCP SACK

● TCP SACK- resend only missing data

● Packet specific

● Detects “holes” in the receiving buffer

○ Missing DSNs that were mapped to SACK 

SSN



Stage Two: Case One

● Subflow A is slower

● Packets arrive later

● Scheduling value decreased



Stage Two: Case Two

● Subflow A is faster

● Packets arrive earlier

● Scheduling value increased



Results



Evaluation Method

● Authors used ns-3 network simulator 

software to evaluate the performance

● Manipulated subflow C
○ Packet loss rate from 0.1% to 3%

○ Changed receiving buffer size from 16KB to 

512KB

● Compared the algorithm with
○ Forward Prediction Scheduling (FPS)

○ Dynamic Packet Scheduling and Adjusting 

with Feedback (DPSAF)



Packet loss rate from 0.1% to 3%



Increase Buffer Size



Conclusion

● Fault tolerant connections

● Levages all devices network connection 

● Backward compatible with TCP mean MPTCP will be widely adopted

● Performance improvements research is active

● Performance improvement can be made to the existing scheduling algorithm 

implementations 
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Questions?


