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Introduction
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Music Information Retrieval (MIR)

● Data driven methods are proven useful to MIR
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● The number of digital audios uploaded on the internet is increasing

● Genre classification is widely requested for music applications

● MIR attempts to automatically classify music data



Background
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Neural Networks

General

● Collections of algorithms inspired by the 
communication in the human brain

● “Learns” through trial and error

● h: hidden state
● n: neuron
● l: layer
● x: input 
● w: weight
● b: bias 
● σ: activation function
● N: # of neurons in previous layer
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Basic Transformations

Batch Normalization 

(BN)

Rectified Linear Activation

(ReLU)

Softmax 
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Standardizes data

Procedure:
1. Calculate mean and standard 

deviation of data points
2. Fit data points to normal 

distribution with mean 0 and 
standard deviation 1.

3. Rescale/Offset data points 

Applies function to data points:

● x: input of ReLU
● y: output of ReLU

Produces vector of probabilities 

● σ: softmax function
● z: vector of inputs
● i: category index
● K: number of categories



Grid Transformations

Convolutional Layers Pooling Layers
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Convolutional Neural Networks (CNN)

Pattern and object recognition in 2D data

Tools:

● Convolutional Layers
● Pooling Layers

MIR CNN Input: Mel Spectrograms

Common Problem: Loss of low-level 
information

9Image reference: Roberts 2020 Understanding the Mel Spectrogram



Recurrent Neural Networks (RNN)

Pattern and object recognition in 
sequential data

Tool: 

● Recurrent Nodes
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Bottom-Up Broadcast Neural Network
(BBNN)
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Liu et al. 2021
 Bottom-up broadcast neural network for music genre classification



Broadcast Module

Basic Extraction Unit: Inception Blocks

Qualities:

● Three layers
● Densely connected
● Four paths with variations on convolutional 

layers

12Image reference: Liu et al. 2021 Bottom-up broadcast neural network for music genre classification



Genre Classification BBNN
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Independent Recurrent Neural Network
(IndRNN)
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Wu et al. 2018. 
Music Genre Classification Using Independent Recurrent Neural Network.



Independent Recurrent Neural Network

● Takes a vector of standardized 
values as input

● Neurons cannot view the hidden 
states of other neurons in the 
same layer
○ h: hidden state
○ n: neuron
○ t: timestep
○ w/u: weights
○ b: biases
○ σ: ReLU
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Comparison
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Experiment
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Genres # of Songs

Blues 100

Classical 100

Country 100

Disco 100

Hiphop 100

Jazz 100

Metal 100

Pop 100

Reggae 100

Rock 100

GTZAN Dataset
● Audio tracks of 30 seconds
● Randomly split: 

○ 90% used for training 
○ 10% used for testing

● Training epochs:
○ IndRNN: Varies from 5 to 200 times
○ BBNN: set at 100 times



Results
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BBNN IndRNN

Average 
Classification 
Accuracy

93.9% 96.0%

BBNN Accuracy per Genre IndRNN Accuracy by Training Rounds
Image reference: Liu et al. 2021 Bottom-up broadcast neural network for music genre classification

Image reference: Wu et al. 2018. Music Genre Classification Using Independent Recurrent Neural Network.



Conclusion
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Conclusion

● The IndRNN outperformed the BBNN in music genre classification accuracy 

● The IndRNN classifications had peak accuracy over 75 epochs

● The BBNN had issues differentiating rock audios from country and metal 
audios
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Questions?
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