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Defining the Cloud
Cloud Services

Forming a Definition

Cloud computing is a buzz word
Keywords often associated with the cloud

Virtualization

Instant, on-demand scalability

Pay-as-you-go service

Parallel and distributed computing
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Defining the Cloud
Cloud Services

Infrastructure as a Service

Virtual hardware available for users to run virtual machines
What is a virtual machine?

Software implementation of a physical system

Runs on top of existing hardware; alongside other software
services

There may be a host OS between the virtual machine
manager and hardware

Many VMs can operate simultaneously on powerful systems
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Defining the Cloud
Cloud Services

Platform/Software as a Service

No hardware at this level
Platform: Tools for developers (Google App Engine)
Software: Tools for users (Google Docs, Maps)
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Monitoring
Amazon EC2

Overview of Virtualization

Instant starting, stopping, and cloning of existing machines

Isolation of services and applications allows for heightened
security; VM only does one thing

VMs operate in shared execution environment with other VMs

Users setup all services and software, there are many doors
potentially left open
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Monitoring
Amazon EC2

Virtual Machine Monitoring

Cloud users do not have any access to hardware
Monitoring a VM “from the outside” is possible due to the nature
of virtualization

Cloud providers offer tools to monitor your VM

The monitoring tools allow users to view performance of their
VM and advanced tools will keep system healthy

Advanced monitoring tools detect the guest OS on the VM
and apply certain policies

Also may detect system intrusions or anomalies
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Monitoring
Amazon EC2

Overview

Amazon Elastic Cloud Compute (EC2) provides VMs on
Amazon infrastructure

Amazon offers VM monitoring tools
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Monitoring
Amazon EC2

Firewalls and Security Groups

Firewalls restrict the inbound and outbound traffic between
network nodes

Based on a set of rules that can allow or block by IP address
and port

Security Groups act as a firewall between VM and Internet to
restrict undesired inbound traffic

Security Groups do not restrict outbound traffic from Amazon
VMs
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Monitoring
Amazon EC2

Multi-tier Web System
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Monitoring
Amazon EC2

Vulnerability of this System

Attack graph constructed from analysis of standard EC2 VM
configuration (Bleikertz et al. [1])
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Where it Matters
Secure Data Processing

What is data security?

Securing the flow of data between interdependent cloud
services

Encrypting sensitive data

Digital signatures may be used to verify the authenticity of
source data

Potentially dishonest infrastructure and content providers have
access to large amounts of private data (e.g., Amazon employees)
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Where it Matters
Secure Data Processing

Online Stores

Online marketplaces (such as Amazon) manage many
transactions between merchants

Product information & inventory as well as monetary
transactions are common exchanges of information

The communication layer must be secured and data must be
encrypted to ensure data is not tampered with.
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Where it Matters
Secure Data Processing

Stock Market Analysis/Prediction

Banks have large amount of data to process in timely manner

Algorithms used and results produced must be kept secure

Cloud offers necessary resources and storage for this task, but
can the workloads remain private?
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Where it Matters
Secure Data Processing

MapReduce

MapReduce is a framework developed by Google to utilize parallel
and distributed resources
MapReduce has two steps: map and reduce

The map step divides the workload into smaller chunks

The reduce step aggregates the results from subworkers.
Typically, new workers are created on parallel and distributed
resources that other users may have access to
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Where it Matters
Secure Data Processing

MapReduce WordCount Implementation

Zhou et al. developed a WordCount implementation using
RSA-1024 and SHA-1 HMAC as encryption methods to secure the
workload as it is passed around distributed resources [2].

RSA-1024 encrypts entire message and digital signatures are
often added

SHA-1 HMAC provides only digital signatures attached to
message
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Where it Matters
Secure Data Processing

Results

Relationship of node-to-node bandwidth as a proxy for completion
time

mentation of MapReduce written in SeNDlog and executed
via DS2:

At MW:
m1 map(ID,Content) :- file(MW,ID,Content).
m2 emits(MW,Word,Num,Offset)@RW :-

word(Word,Num,Offset),
reduceWorker(RID,RW), RID=f_SHA1(Word).

At RW:
r1 reduceTuple(Word,a_LIST<Num>) :-

MW says emits(MW,Word,Num,Offset).
r2 reduce(Word,List) :- reduceTuple(Word,List),

Master says rBegin(RW).

In the program shown above, rules m1 and m2 are within
the context of a map worker MW, and rules r1 and r2 are in
the context of a reduce worker RW.

Map Operation. Rule m1 takes as input a file predicate
and passes the ID and the Content of the file to the instances
of the user-defined Map functions.

Upon receiving an (ID, Content) pair, each Map instance
splits the content of the document into separate words, and
generates a (word,1) pair (stored in word tuples) for each
word, denoting that the occurrence count of the word should
be increased by one. The word tuples, tagged with the Offset

of each word in the document, are then sent back to MW as
the result of the map function.

Rule m2 takes as input word tuples and distributes them (in
the form of emits tuples) to reduce workers. To enable au-
thentication, a signature is included within each emits tuple
using the says primitive.

Reduce Operation. Reduce workers receive and authen-
ticate (e.g., via digital signatures) emits tuples from map
workers. The tuples are then grouped by the key field Word

(in rule r1). The a_LIST aggregate operator maintains the
occurrences of each word in a list structure.

After the map workers complete their job, a master node
sends a rBegin tuple to each reduce worker, signaling the
start of the reduce job. reduce tuples are sent to the user-
defined Reduce instances, each of which contains a word and
the list of its occurrences. Based on these lists, the Reduce

instances generate and emit the final results – the total oc-
currence counts of words.

Authentication. The above program enforces authentica-
tion using group signatures: reduce workers process an emits

tuple as long as it is signed by any legitimate map worker.
Alternatively, authentication can occur at finer granular-
ity. For instance, a reduce worker may be configured to
only accept tuples from cloud user merchant123 by changing
the clause “MW says emits” in rule r1 to “merchant123 says

emits”.

5.2 Preliminary Evaluation
We developed a prototype of WordCount using the Rapid-

Net [32] declarative networking system. Our preliminary
evaluation is intended (i) to experimentally validate DS2’s
ability to implement secure cloud applications using the MapRe-
duce paradigm, and (ii) to study the overhead incurred by
adding authentication features to MapReduce. As a work-
load, we use a two-phase version of our WordCount program.
In the Filtering Phase, the master node distributes 6,400
randomly selected webpages from the Stanford WebBase
project [2] to map workers. Map workers filter out all HTML
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Figure 1: Per-node bandwidth (KBps) utilization

tags and partition the results to reduce workers. Reduce
workers then distribute the webpage fragments to the map
workers of the Counting Phase. The Counting Phase uses
the techniques described above to determine the occurrence
counts of words in the webpages.

We perform the experiments within a local cluster of 16
quad-core machines. We deploy 16 map workers and 16 re-
duce workers for the Filtering Phase and 32 map workers
and 128 reduce workers for the Counting Phase. Each phys-
ical machine runs a total of 12 MapReduce worker instances.
To avoid packet-drops due to congestion, we rate-limit the
number of packets sent per second.

To evaluate the overhead incurred by performing authenti-
cations, we constructed three versions of WordCount: NoAuth,
RSA-1024 and HMAC. In NoAuth, MapReduce workers
transmit tuples without the sender’s signature; in RSA-1024
and HMAC, the communication between different map and
reduce workers are authenticated using 1024-bit RSA signa-
tures and SHA-1 HMACs, respectively.

Figure 1 shows the per-node bandwidth usage over time.
All three versions of WordCount incur spikes in their band-
width utilization in the first 30 seconds. The spikes are
mainly attributed to the cross-node communication during
the Filtering Phase. The MapReduce operation at this stage
is computationally inexpensive but network intensive, as the
tuples transmitted in this phase consist of relatively large
chunks of documents (as compared to word tuples transmit-
ted in the Counting Phase).

We observe that NoAuth finishes the computation in 350
seconds, whereas HMAC and RSA-1024 incur an additional
17.4% (60s) and 78.3% (270s) overhead in query completion
latency, respectively. The increase in query completion time
is due primarily to the computation incurred by signature
generation and verification. The respective aggregated com-
munication overheads of HMAC and RSA-1024 are 18.4%
(7.5MB) and 53.3% (21.8MB) higher than NoAuth. How-
ever, due to the use of network throttles in our evaluation,
the per-node bandwidth utilization for the three versions are
similar.

Note that while our example focuses on authentication,
prior work [28, 42] demonstrate that the says construct
is itself customizable, not only via different authentication
schemes, but also encryption schemes for confidentiality and
anonymity. This suggests that one can further extend our
example here to implement MapReduce customized with
other secure communication properties. We plan to explore
this as part of our future work.
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Wrap Up

Cloud computing offers economical and performance gains for
developers and users

While hardware infrastructure is entirely outsourced, the
applications and services still must be configured

To ensure sensitive data remains private, virtual machines
must be locked down and monitored and external
communications must be encrypted.
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Questions?

Questions?
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