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ABSTRACT
Displaying images in 3-dimensional form can prove useful
for performing certain tasks, and also for entertainment pur-
poses. In this paper we discuss 3-dimensional imaging with-
out the use of external hardware for the user. This type of
3-dimensional imaging is becoming more and more popular
as related technologies continue to develop. We also look
at how 3-dimensional imaging can be used with augmented
and virtual realities. Topics of commercial and professional
use are discussed, along with some knowledge of how these
uses work for some 3-dimensional displays.

Categories and Subject Descriptors
I.3.1 [Computer Graphics]: Hardware architecture—Three-
dimensional displays; I.3.7 [Computer Graphics]: Three-
Dimensional Graphics and Realism

General Terms
Design, Human Factors

Keywords
Stereoscopy, Autostereoscopy, 3-Dimensional Imaging, Par-
allax Barrier, Lenticular Lenses, Augmented Reality, Virtual
Reality

1. INTRODUCTION
Technology for displaying images in 3-dimensional (3D)

form is becoming more widely used. Although movie the-
atres have been showing 3D movies for many years, the pro-
gression of technology for displaying 3D images has grown
rapidly throughout recent years. There is a trend to want to
display 3D images without the use of external utilities worn
by the user. There are multiple ways of achieving this type
of 3D imaging, some of which are described in this paper.

Beyond entertainment, there are many practical uses for
displaying 3D images without the use of external hardware.
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The technology of today has allowed companies to prototype
virtual models through 3D displays, thus saving time and
money on physically building them. Electronic communica-
tion is widely used throughout the world, and 3D imaging
can help provide a more realistic feel to human interactions
over a distance.

We describe how autostereoscopy can be used for sev-
eral practical purposes. Background on stereoscopy and au-
tostereoscopy are given, as well as an example of a failed
attempt at creating a stereoscopic video game console. We
also describe how autostereoscopy can be used for virtual
prototyping and live display. How autostereoscopy can be
used in augmented and virtual realities is also discussed.

2. BACKGROUND

2.1 Stereoscopy
Stereoscopy creates an illusion of three-dimensional depth

from images on a two-dimensional plane. It works by pre-
senting a slightly different image to each eye. It was first
invented by Sir Charles Wheatstone in 1838 [8]. Many 3D
displays use this method to display images.

Stereoscopy is used in many places today. It can be used
to view images rendered from large multi-dimensional data
sets such as ones produced by experimental data. Stere-
oscopy is used in photogrammetry, the practice of determin-
ing the geometric properties of objects from photographic
images. Stereoscopy is often used for entertainment pur-
poses, such as through stereograms. A stereogram is an
optical illusion of depth created from flat, two-dimensional
image or images. Stereograms were originally two stereo im-
ages that were able to be viewed through a stereoscope. A
user would look through the stereoscope and view one image
through the left eye and one image through the right eye,
thus creating the 3D effect. Today there are several other
ways to display stereograms that are not described in this
paper, such as rapidly switching between images to achieve
a similar effect.

2.2 Failed Stereoscopic System: Virtual Boy
The Nintendo Virtual Boy was first introduced in July of

1995. It was the first dedicated stereoscopic video game con-
sole released to the public. It is considered the most famous
market failure by Nintendo, a large video gaming company.
The Virtual Boy console did not last a year on the market
before it was pulled. Its number of unique videogames was
limited to 22, with 14 games released in North America and
19 released in Japan.
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A BST R A C T   
Stereo video stands to revolutionize the medium of videogames in 
the same way that stereo sound revolutionized the audio 
experience. It is a pending revolution. Despite years of research, 
development, and hype, 3D stereo video ubiquity in videogames 
has yet to be observed. (VB) 
gaming platform as a case-study, we explore why the revolution 

yet happened. We identify six factors that played a 
its lack of defined identity as a 

product, a comparatively weak display, its socially isolating game 
experience, purported negative effects, the challenges in 
explaining and demonstrating stereoscopic gaming, and its lack of 
a must-have game. We note that the factors we identify st 
technological and that they interact in confounding ways. Nearly 
fifteen years after the introduction of the VB, new technologies 
may address the original technical shortcomings, but not 
necessarily the others. There is currently still an issue with raising 

encouraging game 
designers to explore the design space offered by stereoscopic 
video. 

K eywords 
Virtual Boy, stereoscopic, case study, virtual reality, head-
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1. IN T R O DU C T I O N 
In interactive entertainment, 3D graphics usually refers to a 
rendered illusion of a three-dimensional space; the player 
understands objects are not flat because the environment rotates, 
giving a sense of tangible perspective. However, these graphics 
are not really tridimensional in their representation since the eyes 
are constantly focused on a single surface, such as a television 
display. In stereo video displays, however, each eye is presented 
with an independent image source such that the brain is able to 
interpret the perceived depth of field based on the subtle offsets 
between the two visual inputs. Similarly to how we use our eyes 
in the real world, there is a need to refocus depending on layer 
that is being visually examined  essentially stimulating natural 
eye reflexes to visual cues. Thus, the illusion of depth is achieved. 

Curiously, advancements in entertainment displays have primarily 
addressed two issues: how to display an image and how to render 
(prepare) images for display. Current technology allows us to 
view images on larger screens with higher resolution than ever 
before. Similarly, the decades-old transition from 2D to 3D 
graphics has also been astounding, with high-end gaming 

computers and consoles rendering increasingly sophisticated and 
life-like images. Very little progress seems to have been made, 
however, in how we actually see virtual worlds.   

This apparent lack of progress is dissociated with an upsurge of 
interest in stereoscopic video gaming. Popular magazine Game 
Informer recently discussed some of the newer technologies 
reaching the mass market [1] while Edge magazine explored how 
independent game designers are looking at what novel game 
experiences can be designed with stereoscopic video [2]. 
However, is the current excitement simply the result of unbridled 
optimism? Perhaps, but despite the continuous evolution in 
improving 3D technology, the adoption of stereoscopic 
technologies for gaming purposes has been preceded with a 
caution: videogame history seems littered with devices, 
contraptions, and games with unfulfilled promises to deliver the 
ultimate game immersion experience.  

 

F igure 1  Virtual Boy unit with attached controller & three 

game cartridges featured 

In this article we explore the multiple challenges faced by stereo 
technologies for interactive entertainment by analyzing what is 
perhaps the highest-profile commercial videogame platform 
failure  [3] (Figure 1). The Virtual Boy 
story provides insight to the largely ignored genre of stereoscopic 

issues that must be addressed for the successful widespread 
adoption of present and emerging stereoscopic technologies. In 
particular, we argue that the 
rather, they are the result of multiple confounding factors 
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Figure 1: The Virtual Boy console [9].

Virtual Boy worked based on oscillating mirrors that dis-
played a linear array of lines, powered by light emitting
diodes (LEDs), one for each eye [9]. The user placed their
face against the eyepiece, which blocked out external light,
and allowed them to focus on the two internal electronic
displays. The controller for Virtual Boy held 6 AA batter-
ies required to power the console, and was connected to the
underside of the unit.

Although Virtual Boy used sophisticated technology for
its time, it was limited to using only a single color for the
display: red [9]. This limitation likely made the videogame
console unattractive to buyers. Other popular gaming con-
soles at the time used many more colors.

The system was criticized for being uncomfortable to play.
It required the player to hunch over, and also reportedly
caused physiological effects such as motion sickness and eye-
strain after extended periods of use. Some of these problems
are alleviated through an autostereoscopic approach.

2.3 Autostereoscopy
Autostereoscopy is defined as any method of displaying

stereoscopic images without the use of special headgear or
glasses on the part of the viewer [7]. This technology can
include motion parallax and wide viewing angles. Motion
parallax uses eye-tracking, while wider viewing angles do not
need to track where the viewer’s eyes are located. Some ex-
amples of autostereoscopic displays include parallax barrier,
lenticular, volumetric, electro-holographic, and light field
displays. Several of these display types will be described
later in this paper.

Most 3D flat-panel displays today use lenticular lenses or
parallax barriers that redirect incoming imagery to several
viewing regions at a lower resolution. When the viewer’s
head is in a certain position, a different image is seen with
each eye. This gives the illusion of a 3D image.

Eye tracking can be used to limit the number of displayed
views to just two. One disadvantage of eye tracking is that
it limits the display to a single viewer. It tracks only one
viewer’s eyes, and therefore can not be used in larger viewing
environments.

Many systems for autostereoscopic impression use a prism
system or thin blades to bend or block pixel columns of a
standard thin-film transistor (TFT) display. This works in a

(a) (b)

(c) (d)

Figure 8: Finite elements from Fig. 5 have been fixed: (a) edge is
collapsed to common node; (b) triangle and adjacent quadrilateral is
divided; (c) stretched and adjacent elements are divided; (d) adjacent
triangles are merged if possible.

5.1 Autostereoscopy

In recent years many solutions for autostereoscopic impression
have been developed. Most of them use a prism system or thin
blades to bend or block the pixel columns of a standard TFT dis-
play in a way that alternating columns can be seen either with the
left or with the right eye. The display we use (see Fig. 1(c)) con-
tains a prism mask to bend the rays and it also has a dual-camera
system which tracks the position of the user’s eyes. An embedded
processor interprets the eye position and controls the position of
the prism mask, which can be displaced horizontally by servo mo-
tors so that it is guaranteed that each eye will see the right column.
Fig. 9 illustrates the top view of the optical paths.

To drive such a display, a pair of stereographic images has to be
rendered vertically interlaced into the frame buffer. Most graphics
card manufacturers provide drivers for this purpose, but generally
either only for their high-end graphics boards or for WIN32-based
platforms only. To circumvent these problems we implemented na-
tive support for autostereoscopic displays in scFEMod. An alter-
native to native support is presented in [31], which we extended to
support also autostereoscopic displays.

A fast and easy solution to achieve the alternating distribution of
the two images is to use a matching stencil mask, render the image
for one eye, change the stencil test to the appropriate setting and
render the scene again for the other eye (for further details on how
to set up the camera parameters for correct stereographic projection
refer to [31]). On some architectures the rendering might perform
better when the stencil test is disabled for the first pass. This works
well as long as one does not want to render thin lines e.g. a wire
frame representation of the car model. Especially bevel lines will
not be reproduced very well, as the stencil mask will block some
pixels (Fig. 10(a)) and as a result the user will see an interrupted
line as depicted in Fig. 10(b). Our approach to solve this prob-
lem, which additionally produces much better quality when full
scene anti-aliasing is enabled, halves the resolution of the view-
port and renders narrowed images of the scene. The two images
can be stored on the graphics card using texture memory and dis-
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Figure 9: Principle of an autostereoscopic display [29].

tributed among the columns by rendering textured lines. Again,
on certain architectures it may perform better if for the first im-
age a different strategy is chosen, e.g. distributing the columns via
glCopyPixels. Fig. 10(c) shows the corresponding result using
this method and in Fig. 11 and 1(c) one can see autostereoscopic
rendering of a car model.

The eye position acquired by the two built-in cameras can be
read out via a serial port. The position is given with respect to the
center of the monitor and can be used for simple tracking and the
transformation of the presented model can be updated accordingly.

(a) (b) (c)

Figure 10: Rendering a line: (a) stencil mask (gray) blocks pixels
during rasterization; (b) the prism system of the display widens the
pixels and the user sees a dotted line through his left eye; (c) correct
result (users view through prisms) by distributing half-sized viewport
on odd-numbered columns.

5.2 3D and Haptic Editing

As already discussed, 3D editing using 2D input devices is quite
problematic. A Spacemouse [1] provides input with six degrees of
freedom. It has established itself as easy to use interaction device,
but it is too inaccurate for editing purposes. Haptic devices, which
have been developed over the past years, also provide input of 6 or
even more DOF. Specifically, we use a Phantom Desktop [30] seen
in Fig. 1(c). The user interacts with the model by holding a pen-like
device with a button. Currently we are investigating how such an
input device can be used for interactive and intuitive editing. The
pen can be represented on-screen by a corresponding virtual pen
in the 3D scene and its point can be used to interact with the FE
surface. Thanks to the Phantom’s many degrees of freedom it is
easy to navigate to the desired node, press the button and perform
almost arbitrary translatory and rotatory modifications on the se-
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Figure 2: Principle of an autostereoscopic display
[5].

way that alternating columns can be seen either with the left
or with the right eye. One approach is to use a prism mask
to bend the rays and also use a dual-camera system to track
the position of the viewer’s eyes [5]. An embedded processor
interprets the eye position and controls the position of the
prism mask (see Figure 2). A pair of stereographic images
has to be rendered vertically interlaced into the frame buffer
for this type of display to work. Alternative techniques are
described in subsequent sections of this paper.

3. MOTIVATION AND PRACTICAL USES
FOR AUTOSTEREOSCOPY

Autostereoscopic displays can serve many practical pur-
poses. Companies are able to save economically by creating
virtual prototypes instead of physically building real ones.
Wearing glasses to see 3D movies or images can be intrusive
and uncomfortable if the user is also wearing corrective eye-
glasses, while autostereo displays solve this issue. Live long-
distance autostereoscopic chat could provide a more realistic
experience for users on both ends of the display. There are
other interesting uses for autostereo displays as well. Here,
we describe two practical uses of autostereoscopy in more
detail.

3.1 Virtual Prototyping
Virtual prototyping is increasingly physical real mock-ups

and experiments in industrial product development [5]. Part
of the process is simulation of structural and functional prop-
erties. Many aspects of this methodology are based on finite
element analysis. Finite element analysis is a technique for
finding approximate solutions of partial differential equa-
tions as well as integral equations.

One example is from the automotive industry. A sim-
ulation model for a safety improvement resulting from an
automotive crash can consist of up to one million finite ele-
ments. Stereographic projection can support engineers who
are working on complex finite element models. Engineers are
able to be immersed in a 3D illusion without the need for
external equipment through autostereoscopic displays (see
Figure 3).



Figure 11: FE model of a car rendered for display on an autostereo-
scopic monitor (data courtesy of BMW AG).

lected set of nodes. For selecting the nodes a 2D mouse is still the
best interaction device, but the 3D widget presented in section 3.2
can be replaced completely by the virtual pen making our editing
operations even more intuitive to control.

Another advantage of these devices is their ability to provide
haptic feedback. This can be useful to prevent the pen from per-
forating the FE surface by generating appropriate forces in case of
a collision. This behavior makes it easier for the user to grab a node
lying on that surface and it also aids to avoid perforation of other
parts during modification of the mesh. Additionally, force feed-
back can be employed to let the engineer perceive more and more
resistance with increasingly worse element quality. To implement
a fast collision detection one can either use the library provided by
the manufacturer [30] or develop one of its own [17, 18]. We want
to try another approach and use high-resolution distance volumes.
This will allow us to have collision detection and corresponding
forces very fast and in constant time, i.e. independent from the num-
ber of surface elements. Memory consumption will be a challenge,
but hierarchical approaches seem to be very promising to handle
this task.

6 RESULTS AND CONCLUSIONS

Fig. 12 shows a simple, yet typical example for a problem that an
engineer often faces. In the original model, seen in Fig. 12(a), the
violet component perforates the orange part. Our application de-
tects the erroneous area and visualizes it by marking the region
with an alerting texture (Fig. 12(b)). Since it is a clearly defined
perforation, it can be resolved automatically as shown in Fig. 12(c).
In Fig. 12(d) it can be seen how the engineer performs a stretching
operation by dragging the 3D widget proposed in this paper. Erro-
neous elements are detected interactively and marked with appro-
priate glyphs, in this case two elements have a bad aspect ratio—yet
not too critical for a valid numerical simulation—and one element
contains an angle that is too large. Our preprocessing tool is able to
repair these elements by locally restructuring the FE mesh and au-
tomatically inserting new elements (Fig. 12(e)) without the need for
remeshing the whole part. Then the mesh is smoothed by using our
relaxation approach, which guarantees that features—e.g. chamfers
and sharp edges—are preserved. To compare the new mesh with the
starting mesh one can use distance mapping as mentioned before.

We developed these methods in direct cooperation with engi-
neers at the BMW AG. Most of our algorithms are no longer proto-
types and have been transfered to the commercially available crash
worthiness preprocessing tool scFEMod. Therefore, the techniques
we presented in this application paper are already being used widely
by several German car manufacturers and their subcontractors. Due

to their simplicity the presented methods have been quickly ac-
cepted and the engineers are now able to solve many mesh-related
problems on their own without the need for an additional loop
through the CAD department. Generation of new variations of ex-
isting FE components—e.g. elongations or creation of stiffening
corrugations and folds—is now possible using intuitive 3D wid-
gets. Errors in the mesh that might appear during these editing
operations are detected reliably and on-the-fly by our algorithms.
Relaxation or local element restructuring can then be used to repair
critical mesh regions. Although it is not possible to fix all kinds
of meshing errors, our methods are nevertheless very powerful and
successfully produce valid FE meshes in general. The texturing ca-
pabilities of standard graphics cards can be used to visualize the
differences between various design stages, or to display erroneous
regions of an FE mesh. This highlighting technique can be used
also to proof that our methods for mesh repair and smoothing do
not impair the surface and do preserve important features.

New hardware approaches for immersive workplaces like au-
tostereoscopic displays and haptic input devices are not yet ac-
cepted by the industry. On one hand, this might because of the im-
perfections of these novelties, e.g. most autostereoscopic displays
have a rather low resolution, which is additionally halved due to
the display method. On the other hand, these devices are still very
expensive. Our application is pushing into the direction of a broad
usage of such technology and some engineers at BMW AG are al-
ready considering to equip some workplaces with these devices.
We expect to encourage this trend when our application provides
full support for haptic editing of FE models in a 3D environment.

In this application paper we demonstrated that there is a need for
new modification methods for FE meshes and we presented solu-
tions that can be operated intuitively. Glyphs and textures can be

(a) (b)

(c) (d)

(e) (f)

Figure 12: Various stages of repairing and editing a finite element
model: (a) original mesh with perforating materials; (b) perforating
parts are textured red; (c) perforations and penetrations are removed;
(d) user performs a modification and erroneous elements are marked
interactively; (e) element errors are fixed automatically; (f) relaxation
smooths mesh whilst conserving features.
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Figure 3: Finite element model of a car rendered for
display on an autostereoscopic monitor (data cour-
tesy of BMW AG) [5].

3.2 Live Autostereoscopic Display
The ability to record 3D video and display it back in 3D is

becoming a somewhat more realistic possibility. Advances in
multi-image capture and multi-projector display allow this
to be possible. Hewlett-Packard (HP) Laboratories have cre-
ated a low-cost wide-VGA-quality low-latency autostereo-
scopic display of live video on a single PC [1]. Multiple
users are able to observe and interact with a life-sized dis-
play surface responsive to their positions.

Capturing, transmitting, and reconstructing enough of the
local lightfield is a challenge for establishing 3D video com-
munication. Five major challenges for this work come from
multi-viewpoint capture, multi-viewpoint display, mathemat-
ics and analysis for calibration across them, efficient com-
pression to permit reasonable transmission, and smart pro-
cessing of the signals to provide an interactive experience
[1]. Researchers at Hewlett-Packard Laboratories discuss
the first three.

Their system works with 9 cameras and 9 projectors of-
fering 7 discrete binocular view zones at the plane of the
projectors. Video bandwidth approaches a gigabit per sec-
ond. Hewlett-Packard Laboratories states that their camera
system can support 8 times this number (72 imagers) [1].

4. AUTOSTEREOSCOPY IN AUGMENTED
AND VIRTUAL REALITY SYSTEMS

Augmented reality (AR) refers to a live direct or an in-
direct view of a physical, real-world environment whose ele-
ments are augmented by computer-generated sensory input,
such as sound or graphics [6]. The technology functions by
enhancing one’s perception of reality. Advanced AR tech-
nology allows the information about the surrounding real
world of the user to become interactive and digitally manip-
ulable. Virtual reality (VR) works in a similar way except
that it replaces the real world with a simulated one. In this
section, we describe three AR or VR systems and how they
use autostereoscopic techniques to achieve 3D imagery.

4.1 ASTOR
ASTOR is an Autostereoscopic Optical See-through Aug-

mented Reality System. See-through augmented reality dis-
plays can be either video or optical see-through. Head-

mounted displays usually use video see-through technology.
This is much more common than optical see-through dis-
plays, because of compatibility and availability issues. Op-
tical see-through displays are typically the preferred choice
in many applications in which a “direct” view of the world
is desirable.

ASTOR uses an optical see-through display where a holo-
graphic optical element is used for autostereoscopy. It is a
“walk-up-and-use” 3D augmented reality system where the
user does not need to wear any external equipment. Differ-
ent images are seen depending on the user’s position. The
holographic optical element in ASTOR produces a holo-
graphic image of a light-diffusing screen. When the holo-
graphic optical element is illuminated, the light reflects to
create a real image of the diffusing screen floating in front
of the holographic optical element plate (see Figure 4).
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ABSTRACT 

We present a novel autostereoscopic optical see-through 
system for Augmented Reality (AR). It uses a transparent 
holographic optical element (HOE) to separate the views 
produced by two, or more, digital projectors. It is a mini-
mally intrusive AR system that does not require the user to 
wear special glasses or any other equipment, since the user 
will see different images depending on the point of view. 
The HOE itself is a thin glass plate or plastic film that can 
easily be incorporated into other surfaces, such as a win-
dow. The technology offers great flexibility, allowing the 
projectors to be placed where they are the least intrusive. 
ASTOR’s capability of sporadic AR visualization is cur-
rently ideal for smaller physical workspaces, such as our 
prototype setup in an industrial environment.  

KEYWORDS: augmented reality, optical see-through, 
autostereoscopy, holographic optical element, system, pro-
jection-based 

1 INTRODUCTION 

The combination of real and virtual objects in Augmented 
Reality (AR) requires see-through displays, which can be 
either video or optical see-through. Video see-through 
head-mounted displays (HMDs) are significantly more 
popular than optical see-through HMDs primarily because 
of availability and calibration issues. However, optical see-
through displays are the preferred choice in many applica-
tions in which a “direct” view of the world is desirable. 
Navab, for instance, discusses the need for optical see-
through displays in industrial applications due to safety and 
security reasons [8].  

The intrusiveness of the current display technology is a 
problem in current AR systems. While there have been sig-
nificant advances in this research area, resulting in increas-
ingly smaller head-worn-displays, such as the displays de-
veloped by Minolta [7] and MicroOptical [14], we believe 

that the area of projection-based AR is fairly unexplored 
and has great potential in terms of achieving AR with 
minimal intrusion. 

This paper presents a novel projection-based AR system 
with an optical see-through display where a holographic 
optical element (HOE) is used for autostereoscopy. The 
details on the HOE are provided in a previous paper [6]. 
This is a “walk-up-and-use” 3D AR system where the user 
does not have to wear any equipment, since different im-
ages will be seen depending on the user’s position.  

In the remainder of this paper we present related work in 
Section 2, followed by a description of the technology in 
Section 3. We discuss our prototype AR system, set up in 
an industrial environment in Section 4. Finally, we provide 
conclusions and future directions in Section 5 and 6. 

Figure 1. The principle of the display used for our autos-
teroscopic optical see-through augmented reality sys-
tem. A smaller transparent holographic optical element 
(30×40 cm) in the center of the larger window separates 
the two projected views, so that each eye is presented 
with a different perspective, thus creating a stereoscopic 
effect. The annotations and the cylinder represent virtual 
objects. 
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Figure 4: An autostereoscopic optical see-through
augmented reality system [3].

The diffusing screen can be extended in the vertical di-
rection and narrowed in the horizontal direction to form a
vertical slit. The holographic optical element will produce
one slit image for each light source. Light from the left
projector in Figure 2 will pass through the right slit. The
opposite applies to light from the right projector. The slits
can be lined up side by side by adjusting the projector po-
sitions. Adding more projectors will increase the number of
perspective views and enlarge the viewing zone.

The technology used for the display are consumer-grade
projectors. Each projector is driven by a separate com-
puter (2.5 GHz CPU, 256 MB RAM, NVIDIA GeForce4
MX 440-SE) [3]. Java3D is used for rendering and Java
Remote Method Invocation is used for communication in
a client/server architecture over TCP/IP. The display is
suitable for augmented reality applications since it provides
good see-through capabilities, it has more than sufficient
brightness, it does not physically interfere with the real scene
seen through it, and it is economic to produce [3].

There are some limitations to the ASTOR project. The
number of views is limited to the number of projectors used,
and are also constrained to lie along the horizontal axis. This
means that the display suffers from image distortions that
are common to all horizontal-parallax-only displays. When
the viewer gets closer or farther from the display, the depth



position of an image point will change. The prototype is also
limited in that it can currently only display monochrome red
images. It is believed that developing a color version will be
non-trivial after a color-capable holographic optical element
has been manufactured [3]. The human viewer has to focus
on both the display and the objects behind it at the same
time which makes the display more suitable for small work
spaces.

Informal interviews with production engineers who used
ASTOR for manufacturing research gave enthusiastic re-
sponses. They were used to their current setup which forced
them to divide their attention between the machine and the
control computer. They liked the idea of simultaneously
being able to monitor the values and the movement in the
machine through an AR approach [3]. This new approach
was less intrusive in that, because an operator needs to in-
spect values and program execution on multiple machines
in-between other tasks, the operator does not need to wear
head-mounted-displays or shutter glasses.

4.2 Personal Varrier
Personal Varrier is a display built by the Electronic Visu-

alization Laboratory (EVL) at the University of Illinois at
Chicago. It is a single-screen version of its 35-panel tiled
Varrier display. Personal Varrier is based on a static par-
allax barrier and the Varrier computational method. EVL
states that Personal Varrier provides a quality 3D autostereo
experience in an economical, compact form [4].

Varrier (variable or virtual barrier) is the name of both
the system and a unique computational method [4]. This
method utilizes a static parallax barrier, which is fine-pitch
alternating sequence of opaque and transparent regions printed
on photographic film, as shown in Figure 5. The front of the
LCD display is mounted with the film, offset from it by a
small distance. This distance allows the user to see one im-
age with the left eye and one image with the right eye. The
image is divided in such a way that all of the left eye regions
are visible only by the left eye and the right eye images are
only visible by the right eye regions. Two views are simulta-
neously presented to the brain, which become one 3D image.

Figure 5: Varrier is based on a static parallax bar-
rier. The left eye is represented by blue stripes and
the right eye with green; these image stripes change
with the viewer’s motion while the black barrier re-
mains fixed [4].

There is an alternative to the static barrier called an ac-
tive barrier. It is built from a solid state micro-stripe dis-

play. Lenticular displays work equivalently to barrier strip
displays, except that the barrier strip film is replaced by a
sheet of cylindrical lenses.

There are two design paradigms that parallax barrier au-
tostereo displays typically follow. One is tracked systems
such as Varrier, that produces a stereo pair of views that
follow the user in space, given the location of the user’s
head or eyes from the tracking system [4]. These systems
are only capable of serving one user at a time. An untracked
system shown in Figure 6 is another popular design pattern.
A sequence of multiple perspective views is displayed from
slightly varying vantage points. This allows a user to have
a limited “look around” capability. In other words, if a user
moves to a different location about the display, they will see
the 3D image from a different perspective since their eyes
are in a new static eye position.

Figure 6: An alternative to Varrier’s tracked 2-view
method in Figure 5 is used in some other systems:
the multi-view panoramagram. Multiple views rep-
resented by multi-colored stripes are rendered from
static untracked eye positions [4].

The Personal Varrier LCD display device is an AppleTM30”
wide-screen monitor. It has a base resolution of 2560 x 1600
pixels. Construction of the Varrier screen is a simple mod-
ification to a standard LCD display [4]. Varrier users are
able to freely move in an area approximately 1.5 ft. x 1.5
ft., centered about 2.5 feet from the display screen.

Their system uses a dual OpteronTM64-bit 2.4GHz pro-
cessors computer with 4GB RAM, and 1Gbps Ethernet.
The system also uses auxiliary equipment. Two 640x480
UnibrainTMcameras are used to capture stereo teleconfer-
encing video of the user’s face. A six-degrees-of-freedom
tracked wand is included, tracked by a medium-range Flock
of BirdsTMtracker. The wand includes a joystick and also
three programmable buttons, for 3D navigation and inter-
action. The layout of the Personal Varrier including these
elements is shown in Figure 7.

Cameras are needed to collect real-time knowledge of the
user’s 3D head position. Being an autostereo system, Per-
sonal Varrier uses no external gear worn by the user. This
is achieved by using three high speed cameras and several
artificial neural networks. The cameras record at 120 frames
per second at a resolution of 640 x 480. Eight infrared panels
and infrared band-pass filters on the camera lenses produce
independence from room and display illumination. The cen-
ter camera is used for face recognition and for x,y tracking.
Outer cameras serve for range finding. Three computers



Camera tracking system

     Tracked autostereo requires real-time knowledge of the user’s 3d head position,
preferably with a tether-less system that requires no additional gear to be worn for
tracking. In Personal Varrier, tracking is accomplished using 3 high speed (120
frames per second, 640 x 480) cameras and several artificial neural networks
(ANNs) to both recognize and detect a face in a crowded scene and track the face
in real-time. More details can be found in [2], [3]. Independence from room and
display illumination is accomplished using 8 infrared (IR) panels and IR band-pass
filters on the camera lenses. The center camera is used for detection (face
recognition) and for x,y tracking, while the outer two cameras are used for range
finding (see Figure 7). 3 computers process the video data and transmit tracking
coordinates to the Personal Varrier. Each computer contains dual XeonTM 3.6 GHz
processors, 2GB RAM and 1 Gbps Ethernet.
     Training for a new face is short and easy, requiring less than two minutes per
user. The user slowly moves his or her head in a sequence or normal poses while
512 frames of video are captured which are then used to train the ANNs. User data
can be stored and re-loaded, so the user needs to train the system only once. Once
trained and detected, the system tracks a face at a frequency of 60 Hz.
Additionally, there is approximately an 80% probability that a generic training
session can be applied to other users. For example, in a conference setting such as
iGrid, the system is trained for one face and the same training parameters are used
for most of the participants, with overall success.
     The tracking system has certain limitations. The operating range is currently
restricted to 1.5 x 1.5 feet. Presently the tracking system is supervised by a trained
operator, although a new interface is being prepared that will make this
unnecessary.  End-to-end latency is 81 ms, measured as in [4]. Most of this latency
is due to communication overhead, and work is ongoing to transfer tracking data
more efficiently between the tracking machines and the rendering machine.

Figure 6: Personal Varrier fits
a standard 36” x 30” desk.  The
user can move left and right 20
inches, and be a distance of
between 20 to 40 inches from
the display screen. Field of view
is between 35 and 65 degrees,
depending on the user’s
location.

Figure 5: A user is seated at the
Personal Varrier system,
designed in a desktop form factor
to be used comfortably for
extended periods of time.
Autostereo together with camera-
based tracking permits the user
see 3d stereo while being
completely untethered.

Figure 7: A close-up view is shown of 3 tracking cameras for face
recognition and tracking, 4 IR illuminators to control illumination for
tracking, and 2 stereo conferencing cameras for 3d autostereo
teleconferencing.

Figure 7: A user is seated at the Personal Var-
rier system, designed in a desktop form factor to be
used comfortably for extended periods of time. Au-
tostereo together with camera-based tracking per-
mits the user to see 3D stereo while being com-
pletely untethered [4].

process the video data and transmit tracking coordinates.
New users need to train the artificial neural networks,

which requires less than two minutes. Users slowly move
their head in a sequence of normal poses while 512 frames
of video are captured and used to train the artificial neu-
ral networks. There is an 80% probability that a generic
training session can be applied to other users [4].

The tracking system does have certain limitations. The
operating range is restricted to 1.5 ft x 1.5 ft. A new in-
terface is being prepared that will make this unnecessary
[4].

The Personal Varrier also creates the possibility of real-
time 3D. At 25 Hz rendering, end-to-end latency is approxi-
mately .3s (round trip). Even with a 10% packet drop rate,
real-time display appears flawlessly [4]. See Figure 8 as an
example of Personal Varrier real-time autostereo chat.

4. Distributed and local scientific visualization demonstrations

Point sample packing and visualization engine (PPVE)

     This application is designed to visualize highly-detailed massive data sets
at interactive frame rates for the Varrier system. Since most large scientific
data sets are stored on remote servers, it is inefficient to download the entire
data set and store a local copy every time there is a need for visualization.
Furthermore, large datasets may only be rendered at very low frame rates on
a local computer, inhibiting Varrier’s interactive VR experience. PPVE is
designed to handle the discontinuity between local capability and required
display performance, essentially de-coupling local frame rate from server
frame rate, scene complexity, and network bandwidth limitations.
     A large dataset is visualized in client-server mode. Personal Varrier,
acting as the client sends frustum requests over network to the server, and the
remote server performs on-demand rendering and sends the resulting depth

map and color map back to the client. The client extracts 3d points
(coordinates and color) from received depth and color maps and splats them
onto the display. Points serve as the display primitive because of their simple
representation, rendering efficiency, and quality [9].
     Server: The server’s tasks include on-demand rendering, redundancy
deletion, map compression and data streaming. The server maintains a
similar octree-based point representation as the client to ensure data
synchronization. The server also maintains the original complete dataset,
which may take one of several forms including polygonal, ray tracing, or
volume rendering data. The server need not be a single machine, but can be
an entire computational cluster.

      Client: The client’s tasks include map decompression, point extraction and decimation, point clustering and local point
splatting. Additional features include incremental multi-resolution point-set growing, view-dependent level-of-detail (LOD)
control, and octree-based point grouping and frustum culling.  The client permits navigation of local data by the user while
new data is being transmitted from the server.
     A sample dataset containing 5 M triangles and a 4 K by 4 K texture map can be rendered by the server at only 1 Hz, but
with PPVE, the client can reconstruct a view at 20-30 Hz.  At iGrid, the transmission data rate was approximately 2 MB/s,
and PPVE was run over the local network, from an on-site server. A 3d topography application was demonstrated, as shown
in Figure 8.

3d video/audio teleconferencing

     Scientific research today depends on communication; results are analyzed and data are visualized collaboratively, often
over great distances and preferably in real-time. The multi-media collaborative nature of scientific visualization is enhanced
by grid-based live teleconferencing capability as in Figure 9. In the past,  this has been a 2d experience, but this changed at
iGrid 2005, as conference attendees sat and discussed the benefits of
autostereo teleconferencing “face to face” in real-time 3d with scientists
at EVL in Chicago. Initial feedback from iGrid was positive and
participants certainly appeared to enjoy the interaction. Thanks to
CAVEwave 10 gigabit optical networking between UCSD and UIC,
audio and stereo video were streamed in real-time, using approximately
220 Mb/s of bandwidth in each direction. End to end latency was
approximately .3 s (round trip), and autostereo images of participants
were rendered at 25 Hz. Raw, unformatted YUV411 encoded images
were transmitted, using one half the bandwidth as compared to a
corresponding RGB format. The real-time display for the most part
appeared flawless even though approximately 10% of packets were
dropped. The robustness is due to the high transmission and rendering
rates. The sending rate was 30 Hz, while the rendering rate was
approximately 25 Hz, limited mainly by pixel fill rates and CPU loading.
The net result is that the occasional lost packets were negligible. The

Figure 8: The PPVE application
implements a client-server remote
data visualization model, with the
server generating texture and depth
maps and the client reconstructing
viewpoints by point splatting. A
topography of Crater Lake is
visualized above.

Figure 9: A researcher at EVL chats in
autostereo with a remote colleague on
the Personal Varrier.

Figure 8: A researcher at the Electronic Visualiza-
tion Library chats autostereoscopically with a re-
mote colleague on the Personal Varrier [4].

4.3 Multi-viewer Tiled Autostereo VR Display
The Electronic Visualization Laboratory at the University

of Illinois at Chicago is also developing an autostereoscopic
display that can provide a wider comfortable viewing area

for larger groups of people. They are using large arrays
of small lenticular displays that are capable of serving size-
able groups. A Graphics Processing Unit(GPU)-accelerated
mechanism has been implemented for performing real-time
rendering to lenticular displays. EVL is able to synchro-
nize the displays and superimpose autostereo functionality
on them, resulting in large arrays that behave as a single
display [2].

Their installations use Alioscopy 24” and 42” 3DHD dis-
plays. They have also tested their approaches on a variety
of similar lenticular and parallax barrier displays. These
displays are capable of presenting eight independent image
channels.

Lenticular display systems pose a challenge to rendering
efficiency due to the need to render the scene from multi-
ple different view points. Despite complexities, EVL is able
to achieve real-time display using the programmable GPU.
Their approach is a generalization of a GPU-based algorithm
for autostereoscopic rendering that targets the Varrier par-
allax barrier display [2]. As a single-user system, the Varrier
presents exactly two image channels using parallax barrier
display. The lenticular implementation can generalize this
to an arbitrary number of views that are limited only by the
graphics hardware.

Normally, a lenticular display projects its channels for-
ward, and thus two adjacent lenticular displays project their
channels parallel to one another [2]. Projected channels
must be brought into alignment at the plane of focus for
multiple lenticular displays to appear to the user as a sin-
gle continuous display. Their display can accomplish this by
shifting center channels of all displays into alignment at the
plane of focus.

Current research uses a camera-based tracking system not
appropriate for public spaces. EVL states that future instal-
lations plan to use camera tracking without targets. This
approach has been developed for the Personal Varrier [2].

5. CONCLUSION
To conclude, research and development for autostereo-

scopic displays are growing more rapidly. These displays
can be used for many different purposes. Some examples
shown have been for automobile engineers, users of video
conferencing, video gaming, personal use, and commercial
use.

As shown, there are currently some limitations and restric-
tions in these displays. Providing an economic display is one
of the biggest challenges that autostereo engineers face. De-
pending on the implementation, multiple users may not be
able to share the full experience simultaneously. Overall, as
more research is completed, presumably these 3D technolo-
gies will become more economical, more usable, more useful,
and therefore, more widely used.
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