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ABSTRACT
This paper gives an overview on three possible attack vec-
tors (ways) that can compromise the security of mobile de-
vices and ultimately the privacy of the owner. These attacks
include making use of weakness in older GSM systems to at-
tack the newer UMTS systems, using mobile applications to
secretly collect data such as key strokes, and using electro-
magnetic emissions from mobile devices to perform a ranged
side-channel attack. For each of these attacks there will be
a proposed solution to protect against the attacks, thereby
increasing security of mobile devices.
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1. INTRODUCTION
As the number of mobile devices nears the number of peo-

ple in the world, it should come as no surprise that mobile
devices have become integral part of modern life. In fact
nearly 25% of average daily entertainment is spent using
mobile devices, 80% of consumers plan to conduct mobile
commerce in the next 12 months, additionally PayPal mo-
bile reported having handled over 14 billion dollars in 2012
alone. With such large amounts of time and money being
being spent using mobile devices it comes to no surprise
that mobile devices have become important not only for our
entertainment purposes, but also for financial purposes [?].
With mobile devices becoming so important for our financial
and entertainment purposes they become closely connected
to our private data. Not only do we allow our mobile devices
to be so interconnected with our private data, but we load
them with numerous third party applications (apps).

With access to such volumes of private personal informa-
tion with mobile devices it has become ever more prudent
to insure the security of these devices. In this paper we
will explore a number of security weaknesses that can po-
tentially compromise the security of mobile devices, and in
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turn, the user’s personal information beginning with a com-
bination attack on the UMTS and GSM telecommunication
standards, explained in Section ??. The attack makes use of
weaknesses present in the older GSM system to attack the
newer UMTS standard when the two systems interact. We
conclude with a proposal for an additional procedure when
dealing with interactions between the old and new systems.
Continuing, we discuss security threats introduced with the
wide-spread popularity of mobile applications and the threat
that these applications may contain malicious software, such
as a potential key-logging applications. We conclude with
a software system that uses an apps permissions to warn
against potentially malicious applications. Lastly we intro-
duce an attack using relatively cheap radio equipment to
gather electromagnetic (EM) emissions from the mobile de-
vice to perform a ranged side-channel attack.

2. BACKGROUND
Before explaining these attacks we introduce some back-

ground information on the GSM and UMTS telecommunica-
tion standards. In addition we briefly introduce the subject
of cryptography and some of the attacks associated with it,
mainly Man-in-the-middle and side-channel attacks.

2.1 GSM & UMTS
The Global System for Mobile Communications, or GSM,

is a 2nd generation (2G) telecommunications standard de-
veloped by the European Telecommunications Institute in
the early 90s. Since its deployment GSM has become one
of the most widely used standards, reaching an 80% market
share at its height. GSM utilizes the A5 family of algorithms
for data encryption, consisting of the A5/0 (no encryption),
A5/1, A5/2 and A5/3 algorithms. A5/3 is considered to be
the most secure followed by A5/1,A5/2 and A5/0 [?].

The early 2000s saw the introduction of the Universal
Telecommunications Standard or UMTS. UMTS is part of
the third generation (3G) telecommunication standards de-
veloped by the 3rd Generation Partnership Project [?]. Based
on GSM, UMTS employs a modified version of the A5/3 al-
gorithm for encryption and has additional security features
that are not present in GSM. These features are discussed
further in Section ??.

As with any new technology, such as 3G it takes a consid-
erable amount of time to reach substantial levels of integra-
tion. A 2011 survey showed that nearly 90% of the world’s
1.2 billion mobile broadband subscribers were under 2G only
coverage as compared to the 45% coverage seen with 3G
(3G/2G networks) technologies [?]. For 3G mobile devices



to be able to travel long distances without losing coverage,
they need to be capable of interacting with the older 2G
(GSM) networks. In fact most UMTS devices are capable of
performing GSM. As GSM and other 2G infrastructure are
replaced with 3G or even 4G equipment, service providers
will need to continue to support older devices. This creates
complex inter-operating networks which can introduce some
unforeseen security issues as we will see in Section ??.

2.2 Cryptography
Cryptography or ‘secret writing’ is the practice and study

of techniques for securing communications between two par-
ties by taking a message or plain-text and turning it into
something unreadable known as cipher-text by using some
encryption algorithm and one or more keys. These keys are
used to both encrypt and decrypt the message. It is com-
monplace to use what is known as a session key, which are
keys that are used only for the duration of a conversation.
Using session keys helps protect past and future conversa-
tions in the event that an attacker discovers a session key. In
general modern-day cryptography is divided into two cate-
gories; symmetric cryptography, where both parties share a
single secret key and asymmetric cryptography, where each
individual has a secret private key and a public key. The
public key is used for encrypting messages and the private
is used for the decryption of messages.

In cryptography there are several attacks which attempt
to thwart encryption by either taking advantage of weak-
nesses inherent with the encryption algorithm or by tak-
ing advantage of the users often tricking them into reveal-
ing useful information. For example a cipher-text only at-
tack refers to an attack that allows the attacker to discover
the encryption key of a message using just the cipher-text.
Since the whole idea of cryptography is to be able to send
messages without fear of unwanted parties reading the mes-
sage, cipher-text only attacks are quite problematic. Other
types of attacks include Man-in-the-middle attacks and side-
channel attacks which will be discussed in more detail in
later sections.

2.3 Man-in-the-middle Attack
In cryptography a Man-in-the-middle attack (MIM) is a

type of an attack were an attacker tricks individuals into
relaying messages between the participants and the attacker.
The attacker accomplishes this by intercepting the initial
key establishment messages, modifying the messages with
the attacker’s key and then impersonating the participants
to each other.. With this done all communication between
the individuals will pass through the attacker enabling the
attacker to not only listen in on the conversations but also
manipulate and insert their own messages.

For example, consider two parties wanting to begin com-
munication using asymmetric cryptography.

As in Figure ?? let us call them Alice and Bob. In addition
to Alice and Bob we also have an attacker Mallory, who
wants to listen in on or even manipulate the conversation
between Alice and Bob.

1. Mallory intercepts Alice’s message to Bob asking for his
public key.

Alice: “Hi Bob, it’s Alice send me your key”→Mallory

2. Mallory relays the message to Bob; Bob cannot tell if the

Figure 1: Man-in-the-middle Attack [?]
Communications from the participants (Alice and Bob)

flows through the attacker (Mallory).

message is really from Alice

Mallory “Hi Bob, it’s Alice send me your key”→ Bob

3. Bob responds with his key

Mallory ←[keybob] Bob

4. Mallory replaces Bob’s key with her own, relays this to
Alice, claiming that it is Bobs key

Alice ←[keyMallory] Mallory

5. Believing communication is secure Alice sends Bob a mes-
sage believing only he can read it.

Alice “send $2000 to account 2034”[keyMallory]
→ Mallory

6. Because the message is encrypted with Mallory’s key,
Mallory can decrypt it, read and modify this message
if she so desires, reencrypt it with Bob’s key and Bob
forward it to Bob who believes it is a secure message
from Alice.

Mallory “send $2000 to account 1099”[keyBob] → Bob

3. GSM/UMTS HANDOVER WEAKNESS
In this section we will be describing a Man-in-the-middle

attack (MIM) against GSM/UMTS systems described in
Meyer [?] which makes use of a cipher-text only attack on
A5/2 [?]. With this an attacker can derive the session key
and with it decrypt all communication using that key. To
begin we will need a basic understanding of how the GSM
and UMTS networks handle authentication and key agree-
ment. In GSM/UMTS each mobile device has a secret key
Ks that is shared with the service provider or ‘home net-
work’. Ks is used for both authentication and to generate
session keys for communication encryption.

3.1 GSM Authentication & Key Generation
Authentication in GSM begins with a mobile device mak-

ing a connection request to base station. The base station
then needs to authenticate the mobile device to confirm that
it is allowed to the network. This is done by sending an
authentication request to an authentication center (AC) in
the service provider’s network. Once the AC receives this
request it first generates a random number RANDA. Using
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RANDA and the shared secret key Ks the AC generates a 64-
bit encryption key Kses and the challenge response RESA,
which will be used to authenticate the mobile to the net-
work. It should be noted that In GSM Kses stays the same
so long as no new authentication is performed, meaning the
same key for encryption may be used for a long period of
time. This itself is a bad idea as extended use of an encryp-
tion key can give an attacker the time and data needed to
figure out the key.

The AC then transmits RANDA,Kses ,RESA to the the
base station which then forwards RANDA to the mobile
device. The mobile device, like the AC, then takes the
RANDA and Ks and generates RES∗

A, its response to the
authentication challenge. It then sends RES∗

A back to the
base station for confirmation. Where RESA and the RES∗

A

are checked against one another, if both are equivalent then
a mobile has successfully authenticated itself to the network.

Once the mobile device is successfully authenticated, a
security handshake occurs where the mobile device and the
network decide upon the encryption algorithm they are go-
ing to use. The mobile device sends to the base station a
list of the algorithms it supports. The base station then se-
lects one of the algorithms to be used and relays that choice
back to the mobile device. With these steps completed GSM
communication can now begin.

3.2 MIM attack on GSM
While we have seen that in GSM the mobile device au-

thenticates itself to the network never authenticates itself
to the mobile device. This leaves GSM vulnerable to what
is known as a Man-in-the-middle attack or MIM [?]. For
this attack an attacker tricks a mobile device to connect to
a fake base station. This can be done by broadcasting the
mobile’s home network’s networking number or by drown-
ing out the the signal of a legitimate base station forcing
a mobile to connect, because while in ’stand-by’ mode the
mobile connects to the best received base station. With this
done an attacker can effectively turn off all encryption by
sending only A5/0 as a supported algorithm to the base sta-

tion and the mobile device. This would allow an attacker to
listen in on and modify any data traffic between the mobile
device and the network. Alternatively as Meyer points out
an attacker could select the broken A5/2 algorithm, obtain
the key and decrypt all messages encrypted with the broken
key.

3.3 UMTS Authentication & Key Generation
UMTS attempts to overcome the weaknesses in GSM with

the addition of a network authentication procedure as well as
two new keys Cses and integrity key IK both of which are 128
bits in length. Similar to Kses Cses and IK are generated
using RANDA and Ks . Unlike GSM, UMTS has counters
which are used to determine how many packets (portions of
data) have been encrypted with the same Cses or IK . Once
one of the counters reaches some operator-set limit, a new
round of authentication is performed.

The addition of the network authentication in UMTS re-
quires a few additional items namely a sequence number
SQN and an authentication token or AToken . SQN is a se-
quence number that is shared between the mobile and net-
work. In addition to SQN UMTS network authentication
uses an authentication token AToken , which is used to au-
thenticate the network to the mobile device. AToken is gen-
erated by the AC after receiving an authentication request
from a base station by using RANDA, SQN and Ks. The last
64-bits of AToken are what is known as a method authentica-
tion code (MAC ). Once AToken is generated the AC sends
it along with RANDA, IK and Cses to the base station. The
base station then sends AToken along with RANDA to the
mobile device [?]. Once received the mobile will generate its
own MAC known as XMAC using the SQN ,Csand RANDA,
MAC is then checked againstXMAC . If the two are equiva-
lent the network is successfully authenticated to the mobile
in which case SQN is incremented and mobile authentica-
tion and key generation continues as in GSM [?]. While
AToken helps protect UMTS only networks against Man-in
the middle attacks it does not protect UMTS when dealing
with GSM/UMTS crossover networks.

3.4 GSM/UTMS Handover
Although GSM is fairly old technology it is still used to-

day as noted in Section ??. This means that the service
providers network will have to handle both GSM and UMTS
technologies to ensure greater coverage or roaming capabili-
ties. This means that some coverage areas may have one or
both GSM or UMTS base stations, as UMTS infrastructure
continues to replace GSM. In order to ensure roaming capa-
bilities of UMTS, a UMTS mobile device would need to be
able to connect to either of these base stations. This also
means that as GSM is replaced by UMTS, a GSM device
would need to be able to connect to a UMTS base station.
In order to accomplish this several procedures were devel-
oped to convert GSM keys into UMTS keys and vice versa.
For example when a UMTS device connects with a GSM
base station it needs to convert the encryption and integrity
keys Cses and IK into the GSM encryption key Kses.

In the following equations ⊕ is ‘bit-wise XOR’ and ‖ is
concatenation.

Kses = c3 (IK ,Cses) = Cses1 ⊕ Cses2 ⊕ IK1 ⊕ IK2 (1)

Here CsesandIK are broken into Cses1, Cses2, IK1 and IK2

each with a length of 64 bits; such that Cses1 and IK1



correspond to the first 64 bits of Cses, IK respectively and
Cses2, IK2 correspond to the last 64 bits. Similarly when a
GSM device connects to a UMTS base station, the station
would need to convert the the GSM keys into the UMTS
Cses and IK keys.

Cses = c4 (Kses) = Kses‖Kses (2)

IK = c5 (Kses) = Kses1 ⊕Kses2‖Kses‖Kses1 ⊕Kses2 (3)

Here Kses1 and Kses2 are 32 bits and Kses1 corresponds
to the first 32 bits of Kses1 and Kses2 corresponds to the
last 32 bits.

In addition to roaming UMTS supports what are known as
session handovers, which are when a mobile switches base
stations while in the middle of making a call. There are
several scenarios that can occur during hand over between
UMTS and GSM. With handover between two UMTS base
stations the current encryption and integrity keys Cses, IK
are transmitted to the new base station and are then reused
after hand over. Similarly when hand over between two
GSM base stations occurs the Kses is reused after it is trans-
mitted to the new base station. However, it should be noted
that the encryption algorithm may not be the same as the
one used before hand over. If the new base station does not
support the encryption algorithm used before hand over then
another security handshake occurs the results of which are
indicated with a hand over command message. For example
let us say the new base station only supports A5/0 and A5/1
algorithms. However the old base station supported and was
using the A5/2 algorithm, then the algorithm would need to
be changed before encryption could continue.

During handover of UMTS device between UMTS and
GSM base station the UMTS keys would need to be con-
verted using c3(Cses, IK) in equation ??. Similarly when
a GSM device is handed over to a UMTS base station its
encryption key would need to be converted to UMTS us-
ing c4(Kses) and c5(Kses) from equations ?? and ?? respec-
tively. Lastly it should be noted that encryption is disabled
before handover, it will stay disabled as UMTS retains en-
cryption used and every GSM base station is capable of A5/0
(no encryption).

This ability to cross over between UMTS and GSM net-
works leads to vulnerabilities in UMTS through GSM’s vul-
nerability to a MIM attack. As in GSM an attacker poses
as a GSM base station and then tricks the mobile into con-
necting to it. With that done the attacker simply forwards
messages between the mobile and the legitimate network. In
[?] they warn of an attacker selecting the broken A5/2 ci-
pher and then by using the attack on A5/2, described in [?],
recover the Kses allowing the attacker to break any previous
and future communication encrypted with that Kses.

3.5 Solution
In order to thwart the vulnerabilities to UMTS that arise

with handling of crossover between UMTS and GSM sys-
tems Meyer [?] suggests introducing additional authentica-
tion procedures to UMTS which would occur when a mobile
device is being handed over between a UMTS base station
and GSM base station. While the device is still connected
to a UMTS base station, during handover, authentication
and key generation would be performed. The keys would
then be forwarded to the the new base station at the end of
the handover procedure. Similarly authentication and key

generation would be performed when when a UMTS device
is being handed over from a GSM base station to a UMTS
base station. The addition of these protocols would help
protect UMTS devices from successive use of broken session
keys via the hand-over procedures.

4. APPLICATION THREAT TO SECURITY
Mobile application development and retail has become an

ever booming industry, as of 2013 developers have created
nearly 800,000 apps in the App Store and more than a mil-
lion apps on Google Play. In addition nearly 40 billion app
downloads were reported from apple’s App Store in the first
quarter of 2013 alone [?]. In addition to the sheer volume
of apps available, people use an average of 6.5 apps are used
daily and nearly 80% of all mobile usage being used in apps,
applications have clearly become an important part of a mo-
bile devices [?]. With all of this exposure to essentially un-
known third-party apps we run the risk of introducing mali-
cious software (malware) onto our devices, where it can gain
access to our personal and financial information.

The rest of this section will discuss research by Mohsen et
al. on a potential key-logging threat to Android devices via
a third-party keyboard app. Key-logging refers to the col-
lecting and subsequent storing or transmission of key strokes
from a key board, which can then be used to view all typed
information such as user names, passwords or credit card
numbers. Concluding this section we will introduce soft-
ware developed by Mohsen et al used to detect key-logging
apps and how it could be used to identify other potentially
malicious apps.

4.1 Android Key-logging
The Android OS was first released in 2008. It was de-

signed primarily with touch screens in mind. However early
releases of the OS’s keyboard had limited functionality. In
subsequent updates more functionality was added to the
key board, in addition to providing the necessary functions
for third-party developers to begin creating their own key-
boards. Essentially Android supported the development of
third-party keyboards; spurring the development of
customized keyboards with multi-language support, themed
keyboards and keyboards designed for people with disabili-
ties and health problems [?].

Android utilizes a permission system, which forces apps to
declare permissions to make API system calls. This provides
access to system and to user data such as contacts, messages
and even the camera. Required permissions are declared in
the AndroidManifest.xml file with a uses-permissions tag.
Permissions are granted by the user upon installation, once
installed an app’s permissions can not be changed. For ex-
ample the SEND SMS tag allows an application to send text
or SMS messages, which could potentially be used to send
SMS messages to a premium number incurring charges on
the mobile users account.

There are two types of permissions, regular permissions
and dangerous permissions. Regular permissions are consid-
ered to be low-risk, presenting minimal risk to other apps,
the system or the user and are granted automatically by the
system. Dangerous permissions are those that grant access
to private user data, such as contact lists or call history, or
control over the device which could be harmful to the user
as the aforementioned SMS messaging. Because of the harm
these permissions can pose, the system displays these per-



missions upon installation where they are either accepted or
denied by the user only [?].

In the case of a key-logging keyboard app [?] lists sev-
eral types of storage methods and associated permissions a
keyboard key-logging app would need.

1. Shared Preferences: Store private primitive data in key
value pairs

2. Internal Storage: Store data on the device’s data

3. External Storage: Store data on external storage

4. SQLite Databases: Store structured data in a private
database

5. Network Connection: Store data on the web with a
private network server

This would require at a minimum the permission to have
access to the internet and the ability to write to some sort
of external storage, which allows for the sending of collected
data to an attacker. It is not unreasonable to assume a mo-
bile user, wishing to install a keyboard app, to grant these
permissions to the app without really questioning the rea-
soning for these permissions. If the keyboard app contains
any malicious code, i.e. performs key-logging, all of the key
strokes could be recorded potentially giving the developers
access to a range of different information such as email or
bank accounts.

In order to detect and warn users of such potentially harm-
ful key-logging keyboards described above Mohsen et al. [?]
describes a piece of software they called KBsChecker. KB-
sChecker is a tool that checks for any potential key-logging
and notifies the user if any are found. It does so by analyz-
ing installed apps installation and permission information
by using the Android PackageManager, which contains in-
formation that includes the app’s name, package name, ver-
sion and permissions. With this data it goes through and
searches for any combination of permissions that would allow
the app to perform a key-logging attack. Once it has found
a potentially harmful combination of permissions it notifies
the user by listing the app’s name along with a description
of the threat the app could pose.

By taking this basic idea KBsChecker presents it would
not be to unrealistic to develop similar software that scans a
mobile device’s apps, before or after installation, for poten-
tially harmful combinations of permissions that would allow
for attacks other than key-logging. Once a potentially ma-
licious app is found we could, as in KBsChecker, notify the
user of the app and the threat it possess.

5. RANGED SIDE-CHANNEL ATTACK
Kenworthy et al. [?] describes a study on possible side-

channel attack against mobile devices. The attack utilizes
the electromagnetic (EM) emissions from the devices emit-
ted during cryptographic computation to reveal the secret
keys.

5.1 Side-channel Attack
A side-channel attack is another type of attack in cryp-

tography. Unlike a Man-in-the-middle attack which tricks
users into revealing messages, a side-channel attack uses the
physical properties of the machines preforming the encryp-
tion. There are several different types of side-channel attacks

that make use of various kinds of physical data. For exam-
ple there are timing attacks that measure the time compu-
tations take, power consumption attacks that monitor the
varying power consumption of hardware, acoustic attacks
which make use of sound generated during computation and
electromagnetic attacks that read electromagnetic emissions
during computation. The goal of all of these are to provide
useful information about the encrypted communications by
exploiting physical by-products of cryptographic processes.
In many cases these attacks can reveal the secret key en-
abling one to decrypt all communications using the key [?].

For example Figure ?? depicts a power analysis attack
of the CPU during RSA computation. RSA is a widely
used asymmetric cryptographic algorithm for establishment
of keys between two parties for use with symmetric cryp-
tographic encryption. RSA uses the square and multiply
algorithm for faster and more efficient modular exponentia-
tion of large numbers positive numbers.

xn =

{
x(x2)

n−1
2 : if n is odd

(x2)
n
2 : if n is even

(Square and Multiply)

As noted before, Figure ?? depicts power analysis during
RSA computation. The plateaus in power usage indicates
time where computation is occurring. The short plateau cor-
responds to a squaring and the longer plateau corresponds to
a square and multiply. These plateaus can be used to reveal
the secret key used during RSA, the short power plateau
corresponds to a 0 and the long power plateau corresponds
to a 1. The portion of the secret key depicted in Figure ??
would therefore be 01. This process can be done throughout
the whole operation of RSA to reveal the complete secret
key [?].

Generally side-channel attacks require physical access to
the machine preforming the computation, making side-channel
attacks rather difficult to preform. However in the rest of
this section we will be exploring a side-channel attack that
does not require direct physical access to the machine.

5.2 The test
In the study the authors analyzed several mobile devices

from different manufacturers and OSs. Several different
cyrptographic algorithms were implemented including RSA.
During the study all other radio frequency (RF) channels
were turned off by setting the devices in ‘airplane’ mode, to
ensure that any EM emissions leaking from the device are
purely from unintended EM emissions from the CPU and
not the other RF transmissions.

To collect these EM emissions Kenworthy et al. used sim-
ple hardware and software costing around 1000 dollars. The
hardware included magnetic field probe for close EM emis-
sions, a Yagi antenna for far EM emissions, ICOM 7000
receiver, and an Ettus research USRP digitizer. In addition
to this hardware the researchers developed simple custom
software as well as some open source libraries for digital
processing of the EM emissions.

In all of the cases Kenworthy et al. were able to success-
fully discern the secret keys being used for all of the devices
and algorithms. For example the keys from the devices us-
ing the RSA encryption were derived using a method similar
to the power analysis as mentioned in the side-channel sec-
tion. In particular the researchers were able to successfully
perform this attack from a range of distances from a few



Figure 3: side-channel power analysis attack on RSA [?]

cm away to over 10 feet way. The ability for these attacks
to be performed from such a great distance is particularly
concerning as they over come the usual invasive qualities of
side-channel attacks.

To protect against such ranged attacks Kenworthy et al.
suggest that implementations of cryptographic algorithms
on mobile devices should incorporate known side-channel
protection protocols, such as adding additional ‘dummy’ op-
erations in RSA during a squaring operation. This makes
the squaring operation appear as a square and multiply op-
eration and thus helps mask the actual operations and thus
the secret key. In addition they mention the use of bulk en-
cryption where multiple signals are encrypted at the same
time.

6. CONCLUSION
As the popularity and usage of mobile devices continues

to become more connected with the personal and financial
information of users worldwide, security of these devices is
only going to become an evermore important topic. The at-
tacks described are just a handful of attacks that mobile de-
vices today are vulnerable to. Security is not always easy to
create ,as criminals are quite clever at finding and exploiting
weaknesses. It is important that when developing security
to keep in mind that there will inevitably be some way to
exploit a weakness currently in mobile security. In addition
we should strive to resolve these weaknesses as quickly as
possible, for as mobile device usage and integration grows
personal privacy becomes ever more reliant on security.
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