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 Many thousand deaths every year

 Self-Driving Cars

 Neural Networks

 Model used to make predictions on data

 Learn from training data
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 Image processing and classification

 Speech Recognition

 Medical Field
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1. Introduction

2. Neural Networks

3. Deep Neural Networks

4. Computer Vision

5. Navigation

6. Conclusion
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 100 Billion Neurons

 Trillions of connections

 Always changing/learning



.
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Biological Neuron

Artificial Neuron

Sigmoid Function

𝑂𝑢𝑡𝑝𝑢𝑡 =
1

1 + 𝑒−𝑇𝑜𝑡𝑎𝑙 𝐼𝑛𝑝𝑢𝑡

𝑥1𝑤1 + 𝑥2𝑤2 + 𝑥3𝑤3 = 𝑇𝑜𝑡𝑎𝑙 𝐼𝑛𝑝𝑢𝑡

𝑂𝑢𝑡𝑝𝑢𝑡 = 0 𝑖𝑓 𝑇𝑜𝑡𝑎𝑙 𝐼𝑛𝑝𝑢𝑡 ≤ 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 𝑉𝑎𝑙𝑢𝑒

𝑂𝑢𝑡𝑝𝑢𝑡 = 1 𝑖𝑓 𝑇𝑜𝑡𝑎𝑙 𝐼𝑛𝑝𝑢𝑡 > 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 𝑉𝑎𝑙𝑢𝑒
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∆𝑤𝑒𝑖𝑔ℎ𝑡𝑖 =
𝜕𝐸𝑟𝑟𝑜𝑟

𝜕𝑤𝑒𝑖𝑔ℎ𝑡𝑖
∗ 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑡𝑒
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Done

Input Neurons

Hidden Neurons

Output Neuron
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Current Time

5 milliseconds ago

10 milliseconds ago
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Hidden Neurons

Input Neurons

Input Layer

First Hidden Layer
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Input Neurons Hidden Neurons

Input Layer First Hidden Layer
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Input Neurons
Hidden Neurons

Input Layer First Hidden Layer

Convolutional Layer
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Input Neurons
Hidden Neurons

Input Layer First Hidden Layer

Convolutional Layer
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Input Layer Convolutional Layer
3 Feature Maps
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Input Layer
Convolutional Layer

3 Feature Maps Pooling Layer
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Convolutional Layer Pooling Layer
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 Aware of surroundings

 Detect Objects Continuously

 RADAR

 SONAR

 IMU

 Infrared

 GPS

 LIDAR

 Video
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 Placed in pairs

 Detect Objects

 Read road signs and traffic lights



.
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 Similar to RADAR and SONAR

 Measures laser return time

 Creates 3D map

 Measures return intensity
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 Integrate information from all sensors

 Build an internal 3D map of surroundings
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 Neural networks are effective at navigating 
and avoiding obstacles

 Inputs to the network include the vehicle 
destination and obstacles to avoid

 The network outputs an angle to steer and a 
speed

 The network learns by observation
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Sense: Collect and 

process data from all 

available sensors

Map: Build a 3D map 

representing the 

surrounding area

Plan: Sends information 

from 3D map into a new 

instance of a recurrent 

neural network

Act: Uses the output 

from current instance of 

the recurrent neural 

network to control the 

vehicle
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 Generate multiple paths

 Equipped with powerful computers on-board

 Google has created a simulator for training

 Thousands of scenarios in hours rather than 

decades

 Can react safely in dangerous situations

 Always learning
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 Convolutional neural networks detect 
locations of surrounding objects

 Recurrent neural networks process the world 
and give instructions to control vehicles
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