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ABSTRACT
Protein structure prediction is a critical topic in bioinfor-
matics due to its importance for designing novel drugs and
studying proteins’ functionalities. In most cases, the proce-
dure of protein structure prediction involves finding known
structures and aligning unknown protein structure to sin-
gle or known protein sequences, in a process called sequence
alignment. The procedure of finding templates and align-
ing unknown protein sequence to templates simultaneously
is called fold recognition, or protein threading. In this pa-
per, we will examine the use, implementation, and conse-
quences of using protein fold recognition algorithms to pre-
dict protein structure. In particular, we will explore two
different algorithms that are both widely used: the first al-
gorithm is called sequence profile-profile alignments (PPA),
and the second algorithm uses profile-hidden Markov mod-
els (HMMs). Then, we will look into recent improvements
upon these two algorithms.
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1. INTRODUCTION
Protein’s functionalities are considered to be closely re-

lated to their structures. In general, protein structures have
three levels: primary structure, secondary structure and ter-
tiary structure. Using a protein’s primary structure, some-
times assisted by secondary structure information, to build
this protein’s three dimensional complete structure is called
protein structure prediction. Protein structure prediction
has been one of the main topics in biological field like biomed-
ical science and bioinformatics. Better understanding pro-
tein structure can lead us to finding the link between their
structure and functionality, and therefore, help us under-
stand the underlying mechanisms of biological functions in
cells. In addition, this information is extremely helpful in
discovering novel drugs. However, using traditional exper-
imental methods to process protein sequences is expensive
and time consuming. Considering the rapidly growing size of
sequence data and increasing demand for analysis, we need
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Figure 1: Protein Primary, Secondary and Tertiary
Structures. Taken from [14]

to adopt computational methods. [17]
In the next section, we will introduce protein structures

in details. Then, we will introduce the strategy used for
protein structure prediction as well as the templated-based
modeling and free modeling methods based on this strat-
egy. There are two main procedures in a templated-based
modeling, where the first procedure, called fold recognition,
will be the primary interest of this paper and the free mod-
eling will not be discussed in details. The algorithms cov-
ered in this paper all use in the template-based modeling for
fold recognition. The first algorithm, sequence profile-profile
alignments (PPAs) is adopted in the I-TASSER server. The
second algorithm uses Hidden Markov Models (HMMs) is
used in the HHpred server [16].

2. BACKGROUND
Amino acids, also known as residues, are the basic struc-

tural units of proteins, and there are 20 different types of
amino acids in total. As mentioned in the previous section,
protein structures have three levels. Amino acids are bound
together linearly in structures that are called polypeptide
chain [10]. The linear sequence of amino acids is called the
protein primary structure, which is shown in the first part
of Figure 1. Certain local regions of a primary structure can
be organised and folded into regular structures depending
on the different amine and carboxyl hydrogen bond forma-
tion; those structures are referred to the Protein secondary



structures. There are two main types of secondary struc-
tures: the α-helix and the β-strand, which are shown in
the second part of Figure 1. Protein tertiary structures are
three-dimensional complete structures of amino acid chain
with multiple secondary structures, as shown in the last part
of Figure 1. [14] In order to store protein information on
computers, we normally use a unique single letter symbol
to represent each amino acid type. For example, ”LEVK”
represents a very short protein sequence, where L stands for
leucine, E stands for glutamic acid, V stands for valine and
K stands for lysine.

The basic strategy for predicting unknown protein struc-
ture is by copying similar known protein structures. When
predicting the tertiary structure of an unknown protein,
we can decide on the modeling method based on whether
its primary structure or secondary structure is similar to
some known protein structures. The freely accessible Pro-
tein Data Bank (PDB) contains solved three-dimensional
structural data of large biological molecules. Information
of known proteins is stored in the form of coordinate files,
which contains list of atoms in each protein and their 3D
location in space [13]. Protein structure prediction can be
categorized into two types: template-based modeling and
free modeling [18]. Template-based modeling methods are
used when we can find known structures called templates
for predicting the unknown protein’s structure in PDB. Free
modeling methods are used when no similar structures are
found; complicated biochemistry principles are needed for
calculating predicted structure for unknown proteins.

Template-based modeling has four steps. The first step is
finding known structures (templates) in the database that
are related to the unknown sequence (target). The second
step is aligning the target sequence to the template struc-
ture. These two steps together are called fold recognition, or
protein threading, for they are processing at the same time.
At the end of the fold recognition process, some regions of
the target are aligned with templates, and the remaining
regions are unaligned. The third step is building structural
frameworks for aligned regions by copying the 3D structures
in the database according to appropriately aligned regions of
templates and target, where each atom follows spatial con-
straints. The final step is constructing the unaligned regions
using knowledge-based techniques. [18] This paper will focus
only on the fold recognition process, and the last two steps
of template-based modeling will not be discussed in detail.
In the following section, we will examine and discuss the use
of the PPA and HMM algorithms in protein fold recognition
process and their improvements.

3. PROTEIN THREADING ALGORITHMS
In this section, we will explore two different algorithms

used in protein sequence alignment of protein threading pro-
cess. These two algorithms are both widely used approaches
in the protein fold recognition procedure [16]. Both algo-
rithms aim to minimize the “distance” of each amino acid
and heuristically find the best alignments between target
structure and structural templates. In particular, we will
look into the fold recognition PPA program used in the I-
TASSER Suite, and the fold recognition using profile-HMMs
used in the HHpred server.

3.1 Profile-profile Alignments (PPAs)
In this section, we will discuss the idea of pairwise se-

Figure 2: Pairwise Alignment

quence alignment first, then introduce the concept of a pro-
file. Finally, we will explore the process of the PPA program
used in I-TASSER and one of its improvements made in the
newly released I-TASSER Suite.

3.1.1 Pairwise Sequence Alignment
Pairwise Sequence Alignment is the most basic method

for comparing two protein sequences and finding the simi-
larity between them. There are two approaches for sequence
alignment in general, global alignments and local alignments.
Global alignments aim to find a global optimization or sim-
ilarity throughout the entire length of all sequences. Lo-
cal alignments, on the contrary, aim to find only regions of
similarity within sequences. The Needleman-Wunsch algo-
rithm is generally used for global alignments, and the Smith-
Waterman algorithm is generally used for local alignments.
Both algorithms are based on dynamic programming, which
means that both algorithms will find the best choice for each
step in order to find the best global or local alignments. We
will not discuss the details of these algorithms in this pa-
per, however; detail information about Needleman-Wunsch
algorithm can be found in [4], and detail information about
Smith-Waterman algorithm is in [7].

When comparing two protein sequences, there are many
possible ways to align them. There are three possible align-
ment results at each specific position. A match is defined as
both sequences have the same residue at a specific position.
A mismatch is defined as both sequences have residues at a
specific position, but they are two different types of residues.
Also, gaps, denoted as “-”, are inserted in protein sequences,
so that similar residues in following positions can be aligned
together. For example, in Figure 2, we have matches at posi-
tions 1 and 5, a mismatch at position 2 and gaps at positions
3 and 4. In order to measure the quality of an alignment, we
need to assign a quantitative value for each possible align-
ment. Therefore, a scoring system is needed, where higher
score indicating more matches in a possible alignment, and
the best alignment is the one with maximum match and
highest score. Consider, for example, a simple scoring sys-
tem which given plus 2 for each match position, plus 0 for
each mismatch position, and minus 1 for each gap position.
Then the alignment shown in Figure 2 would have a score
of 2.

3.1.2 Profile
With the idea of pairwise sequence alignment introduced

above, the problem we often encounter in real world is mul-
tiple sequence alignment (MSA), a sequence alignment with
more than three sequences. Applying pairwise sequence
alignment repeatedly for MSA is extremely inefficient and
expensive for large biodata sets. A new approach is adopted
by researchers. When comparing multiple protein sequences,



the target sequence is aligned optimally to a family of simi-
lar sequences. This comparison uses position-specific scoring
matrix (PSSMs) and gap penalties, which are based on the
frequency of amino acid at each position. As we introduced
before, there are 20 types of amino acids in total. Therefore,
for a sequence with length n, the corresponding PSSM would
be a 20 by n table, where each entry value Pki represents
the likelihood of observing any amino acid k at position i.
This table is called a profile. Each likelihood value is cal-
culated using log-odds score. Define qi,j as the probability
that amino acids i and j correspond to each other in align-
ments of related sequences, and pi, pj are the probability
with which residue i and j occurs, respectively [1]. Then
log-odds score is defined as:

si,j = log
qi,j
pipj

Portions of a profile example are shown in Table 1. A profile
is a better representation of conserved features of a protein
than the sequence itself. The PPAs algorithm we discuss in
this paper uses Position-Specific Iterative Basic Local Align-
ment Search Tool (PSI-BLAST) with multiple iterations to
generate all protein profiles needed in a alignment process.

3.1.3 PPA Program
First, the PPA program searches the target in database

using PSI-BLAST, which is an easy and cheap way to find
templates with similar primary structures that we can use
to align with the target. A multiple sequence alignment
will be returned as a search result. This MSA result then
will be used to generate target profiles for aligned regions,
using target sequence as the master sequence for each pro-
file. Then the PPA program will align the target profile with
template profiles that are pre-generated by PSI-BLAST, and
each template profile represents a specific set of protein fam-
ilies [6]. Therefore, PPA program reduces MSA comparison
to a comparison that is similar to a pairwise alignment. The
log-odds score in PPA program is calculated in a similar
way as we discussed above. Define Q(~x) as the probability
of observing the data under the assumption of relatedness
for alignment column ~x, and P (~x) under the assumption of
non-relatedness. Then the log-odds score for this column is
defined as given in [1]:

S(~x) = log
Q(~x)

P (~x)

Fq(i, k) represents the frequency of the k-th amino acid at
the i-th position of the target multiple sequence alignment,
using PSI-BLAST. Lt(j, k) denotes the log-odd profile of a
template for the k-th amino acid at the j-th position which
was pre-calculated for each template by the PSI-BLAST
search. Using Fq(i, k) and Lt(j, k), we can then calculate the
residue frequencies likelihood between the target profile and
the template profile at corresponding positions, which would
be the first term in PPA program’s scoring function. As we

Table 1: Portion of A Profile Example
Position 1 2 3 4 5

L −10 −12 −27 0 60
E −33 1 −36 11 −25
V −18 −16 11 −2 −29
... ... ... ... ... ...

introduced before, there are mainly two types of secondary
structures. Let sq(i) be the secondary structure at the i-th
position of the target sequence, and let st(j) represent the
secondary structure at the j-th position of a template, then
a piecewise function, σ, can be defined: return 1 if the tar-
get and template have the same type of secondary structure,
and return 0 otherwise. This σ function is used to measure
the fitness of secondary structures between target and tem-
plates. Parameters of c1 (=0.65), shift (=−0.96) were used
in PPA program, where shift is introduced to avoid the align-
ment of unrelated residues in the local regions [15]. With
these terms defined, the scoring function used in PPAs is
defined as:

SPPAS(i, j) =

20∑
k=1

Fq(i, k)Lt(j, k) + c1σ[sq(i), st(j)] + shift

.
The scoring function defined above can be used to deter-

mine the best possible match between the target MSA and a
template MSA at each corresponding column. Based on this
function, the Needleman-Wunsch dynamic programming al-
gorithm is then applied to find the best possible global align-
ment between the target profile and the template profile.

3.1.4 Improvement
In the newly developed independent package based on the

I-TASSER server, which is called I-TASSER Suite, varia-
tions of the PPA program are introduced to replace some of
the original set of protein recognition programs used in the
I-TASSER server [5, 15].

One of the variations of PPA program is called the Env-
PPAS protein threading program. The Env-PPAS scoring
function is developed based on the PPAs program discussed
above, with a new environment potential term added. More-
over, the new parameter added in this protein threading pro-
gram contains information about 3D structural environment
fitness, such as torsion angle, solvent accessibility and sec-
ondary structure similarities between the target sequences
and template sequences. Within a residue molecule, three
atoms can define a plane in the 3D space, and the angle
between two planes are defined as a torsion angle [12]. Sol-
vent accessibility refers to the area that one residue molecule
can be accessed by outside water [9]. These information are
quantified and represented in the new term in order to in-
crease the sensitivity of the algorithm to random alignments.
Let AAq(i) denote the i-th residue of the target sequence in
the structural environment, and let E(j, AAq(i)) denote the
fitness score between this i-th residue of the target sequence
structure and j-th amino acid of the template structure in
the structural environment. Parameter c2 (=0.45) is chosen
based on a set of training data [15], then the new Env-PPAS
scoring function is defined as:

SEnv−PPAS(i, j) = SPPAS(i, j) + c2E(j, AAq(i))

Moreover, based on the new scoring function defined above,
the Smith-Waterman local dynamic programming algorithm
is then used, instead of the Needleman-Wunsch dynamic
programming algorithm, to identify the maximum-match
pathway.

3.2 Profile-Hidden Markov Models



Table 2: Transition Probabilities between States
State A State B

State A 0.9 0.2
State B 0.1 0.8

Figure 3: HMM for Coin Toss Example

In this section, we will discuss the general concept of hid-
den Markov model, and how it was adopted in protein struc-
ture prediction in the form of profile-hidden Markov model.
Then, we will explore the use of profile-hidden Markov mod-
els in the fold recognition process in HHpred server and an
improvement proposed by researchers for the scoring func-
tion.

3.2.1 General Hidden Markov Models (HMMs)
Hidden Markov Models (HMMs) are used widely in pat-

tern recognition problems, like speech recognition. More-
over, they have been extensively used in bioinformatics since
the primary databases in bioinformatics are in the form of
string sequences. Many protein structure prediction servers
are built on HMMs, including the HHpred server. Gener-
ally, a hidden Markov model contains two layers: (1) a visi-
ble layer that has symbols, which represent observed events;
(2) an invisible layer that has states, which represent invis-
ible internal factors underlying the observation. Each state
is distinct from others states. Within the hidden states, a
hidden Markov chain can be formed based on the transition
probability between two states [17]. A transition probability
ti,j is the probability of switching from current state i to
state j. When proceeding a Markov chain, the future state
of each step depends only on the current state. Moreover, a
hidden Markov model can also has a start state and an end
state. In general, we can consider a hidden Markov model
as a probabilistic finite state machine.

Consider an example of tossing coins, with two coins avail-
able. One coin A is a fair coin with 0.5 probability to
generate either a head (H) or a tail (T ). The other coin
B is a biased coin with a 0.3 probability to generate a
H, and a 0.7 probability to generate a T . You are given
that one person tossed coins 6 times without knowing which
coin was used at each toss. In this case, a hidden Markov
model can be used as a probabilistic model that best ex-
plains a sequence of observations for a coin tossing result
like O = {H,H, T, T,H, T}. In order to know this, we have
to know which coin was used for each toss. Therefor, two
hidden states, A state and state B, are needed to represent
the fair coin A and biased coin B in this model. Each state
contains a set of probabilities of generating, or emitting,
different events H and T; they are called the emission prob-
abilities for each state. Given the transition probabilities

Figure 4: profile-HMMs and Pairwise alignment.
Taken from [8]

between state A and B in Table 2, a corresponding hidden
Markov model is shown in Figure 3. If a state sequence like
S = {A,A,B,B,A,B} is given, we then are able to calculate
the probability for observations O. For example, with the
state sequence S, the probability of producing a sequence O
can be calculated as PO,S = 0.5∗0.9∗0.5∗0.1∗0.7∗0.8∗0.7∗
0.2 ∗ 0.5 ∗ 0.1 ∗ 0.7. There are many different possible state
sequences for a set of observations O; we do not know which
one is actually used. The best we can do is then choose the
model with maximum likelihood.

3.2.2 Profile-HMMs
The idea of HMMs has been adopted in computational

biological science for aligning protein sequences, which is
called profile-HMMs. Profile-HMMs are a variation of the
general HMMs that were discussed above. They are struc-
tured specifically for modeling sequence profiles. Moreover,
they are similar to protein sequence profiles in a way. Be-
sides the residue frequencies at each position, profile-HMMs
also contain information about the position-specific proba-
bilities for insertions and deletions [8]. Profile-HMMs have
linear left-to-right structures that contain three types of hid-
den states: match states (Mk), insert states (Ik) and delete
states (Dk), which represent position-specific symbol fre-
quencies, symbol insertions, and symbol deletions at the k-th
state, respectively [17].

In profile-HMMs, only match states and insert states can



emit amino acids and they can align with each other, whereas
delete states can not emit amino acids and they can only
align with other delete states or gaps G. Therefore, in
alignments between profile-HMMs, there are 5 possible pair
states: MM, MI, IM, DG, GD (shown in Figure 4c), where
pair states II and DD are excluded.

We denote the observed residue symbol sequence as X =
x1, x2, ..., xL, and the underlying state sequence as Y =
y1, y2, ..., yL, where yn is the corresponding underlying state
of the n-th residue xn. The transition probability from state
i to state j is denoted as t(i, j). An example for an alignment
between a sequence and profile-HMM is shown in Figure 4a,
where the bold arrows represent a path through the HMM.

3.2.3 Log-sum-of-odds Score and Column Score
In the previous PPA section, we discussed the scoring

function, a quantitative measurement for sequences’ simi-
larity, which is used for finding the best alignment between
profiles. In HMMs, a different scoring function called Log-
sum-of-odds is used. An example of pairwise alignment be-
tween HMM p and HMM q is shown in Figure 4b. In general,
the log-sum-of-odds score measures the probability that a
sequence is coemitted by both HMMs rather than by a ran-
dom null model [8]. Thus, for a profile-HMM alignment
with length n, the log-sum-of-odds score is defined in HH-
pred server as:

SLSO = log
∑

x1,...,xm

P (x1, ..., xn|co-emission on path)

P (x1, ..., xL|Null)
(1)

In Equation 1, the numerator represents the probability
that x1, x2, ..., xL is coemitted by both HMMs along the
alignment path. It is the product of the amino acid coemis-
sion probabilities for each match state pair on the path and
the transition probabilities between match state pairs. The
denominator represents the probability of a sequence gen-
erated from null model. P (x1, ..., xL|Null) =

∏L
L=1 f(xl),

where f(xl) are the fixed amino acid background frequen-
cies that are calculated based on target profile. For insert
states, the probability of emitting an amino acid a is defined
as the same as the fixed amino acid background frequency
f(a). We denote qi(k)(a) and pj(k)(a) as the probabilities
that HMMs q and p emit amino acid a in match state i or j
in k-th column, and use ti(X,X

′) and tj(Y, Y
′) as the tran-

sition probabilities from state X or Y in column i or j to a
state X ′ or Y ′, where X,X ′, Y, Y ′ ∈ {M, I,D}. Using no-
tations discussed above, a term called Column score, which
represents the frequency likelihood between HMMs q and p
at corresponding position, then can be defined as :

Saa(qi, pj) = log

20∑
a=1

qi(a)pj(a)

f(a)
(2)

Moreover, with the notations defined above, we can rewrite
Equation 1 as:

aSLSO(i,j) =
∑

k:XkYk=MM

Saa(qi(k), pj(k)) + logPtr (3)

In Equation 3, Ptr represents the product of all transition
probabilities from the path through p and q. Saa(qi(k), pj(k))
compares the amino acid distributions from the two HMMs

up to position i and j. A positive column score means that
two distributions are similar to each other, and a negative
column score means otherwise.

3.2.4 Pairwise profile-HMMs Alignment
For a profile-HMM pairwise alignment, as shown in Fig-

ure 4b, the Viterbi algorithm is used for finding the path
with the maximum log-sum-of-odds score through the two
HMMs. Again, we will not discuss the process of Viterbi
algorithm in this paper; detailed information about Viterbi
algorithm is provided in [3]. Five dynamical programming
matrices SXY are defined for the 5 pair state, MM, MI, IM,
DG, GD (shown in Figure 4c), in order to recursively cal-
culate the score of the best partial alignment that ends in
column i of HMM q and column j of HMM p in pair state
XY . The total log-sum-of-odds score is then defined as the
maximum over the whole matrix SMM [8]. The 5 dynam-
ical programming matrices with the base case at (0, 0) are
defined as below, where SIM (i, j) and SGD(i, j) are similar
to SMI(i, j) and SDG(i, j).

SMM (i, j) = Saa(qi, pj)+

max



SMM (i− 1, j − 1) + log[qi−1(M,M)pj−1(M,M)]

SMI(i− 1, j − 1) + log[qi−1(M,M)pj−1(I,M)]

SIM (i− 1, j − 1) + log[qi−1(I,M)pj−1(M,M)]

SDG(i− 1, j − 1) + log[qi−1(D,M)pj−1(M,M)]

SGD(i− 1, j − 1) + log[qi−1(M,M)pj−1(D,M)]

SMI(i, j) = max

{
SMM (i− 1, j) + log[qi−1(M,M)pj(M, I)]

SMI(i− 1, j) + log[qi−1(M,M)pj(I, I)]

SDG(i, j) = max

{
SMM (i− 1, j) + log[qi−1(M,D)]

SGD(i− 1, j) + log[qi−1(D,D)]

3.2.5 Improvement
One improvement made on the profile-HMMs method is

to add protein structural information like protein solvent
accessibility and torsion angles information to the scoring
function [2].

A large data set called CASP9 is used for testing this new
method. Results show that adding solvent accessibility and
torsion angles information improve the accuracy of HMM-
based pairwise profile-profile alignments. Additional evolu-
tionary residue coupling information did not show significant
improvement in the given experimental setting, however, it
still may be a potential source of information for improve-
ment [2].

We define the SMMorig(qi, pj) as the previous dynamic
programming matrix for SMM , Sss(qi, pj) as the secondary
structure score between column i in profile-HMM q and col-
umn j in template profile-HMM p, Ssa(qi, pj) as the solvent
accessibility score between q and p, and Stors(qi, pj) as the
torsion angle score between qi and pj , with corresponding
weight wss, wsa, and wtors. The new dynamic programming
matrix for SMM is then defined as below, where the other 4
matrices remain the same.

SMM (i, j) = SMMorig(qi, pj)+

wssSss(qi, pj) + wsaSsa(qi, pj) + wtorsSss(qi, pj)



4. RESULT
In the previous section, we closely looked at the protein

fold recognition algorithms used in the I-TASSER server,
and one of the improvements made in its I-TASSER Suite
package. Both the I-TASSER server and the I-TASSER
Suite use meta-threading programs, which means that they
run different protein threading programs in fold recognition
process and use the best common result returned by those
programs as the final best alignment. We discussed one
of the threading program, the Env-PPA program used in
the I-TASSER Suite, where many other variations of PPA
program are also used. The set of variations of the PPA
program is important for increasing the coverage of tem-
plate detections in protein fold recoginition process [15].
Critical Assessment of protein Structure Prediction (CASP),
is a worldwide experiment for protein structure prediction
taking place every two years since 1994. This experiment
aims at testing various protein structure prediction methods,
based on their performances on identifying protein three-
dimensional structure from its amino acid sequence [11].
The I-TASSER Suite was tested in the recent CASP ex-
periment, including CASP10. The protein structure predic-
tion accuracy generated by I-TASSER Suite was 20 percent
higher than that of the second-best method in the experi-
ment for 4, 271 targets [15].

We also looked at how profile-HMMs were used in the
protein fold recognition process, and one improvement pro-
posed in paper [2]. In this research, the improved method
along with the original profile-HMM based profile-profile
alignment, which is used in HHpred server, were tested on
the alignments between 106 targets of CASP9. As a re-
sult, both the number of correctly aligned pairs of residue in
the predicted alignment and the number of correctly aligned
columns are a little higher when using the improved scoring
method [2].

5. CONCLUSION
In this paper, we explored the use of two different algo-

rithms, PPA and profile-HMMs, for finding the best align-
ment between targets and templates in the fold recognition
procedure in protein structure prediction. Both approaches
are popular tools in biological sequence analysis [16], and
they both have their own advantages and disadvantages in
different situations.

We will not discuss the direct comparison between these
two programs’ performances. However, we have statistical
evidence for the performances of the two servers that are us-
ing PPA and profile-HMMs for protein structure prediction
in the CASP experiments. The I-TASSER server, which uses
PPA with other methods for fold recognition, has been in
the top 3 places for the last few CASP experiments, and the
HHpred server, which uses profile-HMMs based fold recog-
nition, has also been in the top 10 list.

In this paper, we discussed one variation of PPA pro-
gram, the Env-PPA program used in the new independent I-
TASSER Suite package, and one improvement for the profile-
HMM scoring function proposed by researchers. Moreover,
we discussed the result for both improvements. There are
many other improvements that have been made for both al-
gorithms, in order to find better performances in different
situations. Nevertheless, there is still no single method that
outperforms all others on every target [18], which makes the

protein threading process challenging.
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