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ABSTRACT
Early fire detection and generating fire alarm on time is
a crucial need to prevent loss of life and property dam-
age. Many studies have been focused on fire detection with
surveillance using convolutional neural network as the ma-
jority of the activation of fire alarm systems are established
on the basis of camera. However, this method has limita-
tions as it requires a lot of computational time and mem-
ory. In this paper, we will primarily focus on the two re-
cent cost-effective and more accurate fire detection CNN in
surveillance system.
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1. INTRODUCTION
Surveillance devices are widely used in a variety of areas

such as e-health, monitoring, and autonomous driving due
to increase in processing capabilities of smart devices [5].
Surveillance devices have many applications in our lives due
to their abilities to detect various accidents and incidents
such as fire, natural disaster, crash, and medical emergency
which require a quick response to reduce further disasters.
Fire is one of common risks, and early detection can reduce
casualties and risk of property damage. In this paper, we will
mainly focus on the fire detection in surveillance videos and
introduce two different approaches of fire detection based
on convolutional neural networks by Dung and Ro [3] and
Muhammad et al [5]. Background information regarding
how convolutional neural networks work is given in section 2,
and section 3 introduces two proposed architectures of CNN
to detect fire with high accuracy. Experimental results from
the two approaches are given in section 4, and conclusion of
this paper and further approaches regarding fire detection
model are given in section 5.

2. BACKGROUND
Manual fire detection from video is monotonous and nui-

sance work since it is time-consuming and ineffective. Fire
detection using sensors in general has disadvantages because
it does not provide information about the location of the ini-
tial fire, the direction of smoke propagation, or the magni-
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tude of the fire. Many studies have been focused on fire de-
tection with surveillance using convolutional neural network
because surveillance devices with image and video can rem-
edy the disadvantage of sensors detection method. Through
the construction of fire detection engineering, it is easier
to capture an outbreak of fire. The most well-known algo-
rithm in application of fire detection system is Convolutional
Neural Network (CNN). It is particularly used for flame de-
tection at early stages from surveillance videos or images.
In operating the fire detection tests, the layers are consid-
ered as important keys of simulation results and there are
three main layers: Convolutional layer, Stride, and Pooling
layers. These layers are valuable to recognize the features
of adjacent images with maintaining the image spaces and
possible to learn or extract the features of images through
the multiple filters. The filters are referred to as a neuron,
designed and trained to detect specific characteristics from
the input image. Additionally, the filters are shifted multi-
ple times and applied at different image positions until the
entire image has been covered in details. Colors and flame
flickering are significant factors in terms of fire detection. It
is required to distinguish the fire and non-fire situations for
more accurate fire detection based on the image pixels and
frequency of flickering. Although numerous image process-
ing methods of fire detection are proposed with achievement
of considerable success, there are still drawbacks of their
performances. In this paper, we compare and analyze the
performance of classifying models specifically optimized for
pixel based classification[7][4].

2.1 Artificial Neural Network (ANN) and Deep
Neural Network (DNN)

Artificial Neural Network(ANN) is a computational model
which is inspired by the biological neural networks and is in-
tended to replicate the methods that human learns [8]. It
consists of input, output, and hidden layers as shown in
the figure 1. The input layers provide information from the
external environment to the neural networks and there is
no computation is executed in any of the input layers. The
main role of hidden layers is computing and transforming the
input information in order to achieve the desired outputs.
It is an appropriate tool for finding patterns or organizing
images into correct outputs. The output layers are respon-
sible for collecting and transferring information that it has
been designed to provide. While the ANN process appears
to be flawless, misidentifications could happen and lead to
produce false outputs. Therefore, A technique called back-
propagation is developed and becomes a major part of artifi-



Figure 1: Artificial neural network[8]

cial intelligence which allows networks to adjust the weight
of neurons and biases on hidden layers where the outputs
are not consistent with expected outcome. It is operated by
computers massive data along with the intended appropriate
solution provided by humans and training a model such as
Neural Networks. It is suitable to detect the error between
an expectation and proper solution. Deep Neural Network
(DNN) is similar to ANN such as have multiple layers and
simulating the human brain activities in particular collect-
ing, transmitting, and recognizing inputs through various
layers [10]. It uses term deep, because there are more than
1 hidden layers and it can process more complex tasks. It
consists of artificial processing units that are arranged in
hidden layers. DNNs learn object detections through train-
ing with massive dataset, during training, the DNN acquires
features from the data to perform the given tasks without
manual works of feature extraction [10]. Convolutional neu-
ral network (CNN) is one of the famous method in deep
neural networks. Information on CNN is discussed in the
next paragraphs, including the definition of CNN, layers,
and how they works in terms of image recognition or classi-
fication.

2.2 Convolutional Neural Network(CNN)
CNN is one of Artificial Neural Network (ANN) and has

become one of the most prominent Deep Neural Networks in
various fields through many years of research, such as object,
pattern, action, and text recognition, visual saliency detec-
tion, and more [2]. Classical ANNs were not able to solve
complex tasks in large models. However, CNN could solve
such problems by having spatially independent features. For
example, it is possible to detect faces without knowing the
location of the faces. CNN has another important feature
in image classification which is to acquire abstract features
when input moves to the deeper layers. In the example of
image classification in the figure 2, the first layer will be
the edges of the image, the second layer is more simple as-
pects rather than first one, and higher level traits of face
are in the next layers. CNN has many layers: Convolutional
layer, pooling layer, and fully connected layer [1]. They are
explained in the next section.

2.2.1 Convolutional Layer
Convolutional layer is a first hidden layer in CNN and uses

Figure 2: feature learning in each layer [1]

a convolution operation to the input image and connects to
the neurons in the next layer. Imagine there is an input im-
age of a dataset with a width and height of 32x32 pixels, and
a depth of 3 that are RGB channel. RGB channels are red,
green, and blue channels that constitute images. The input
then consists of 32x32x3 which is two dimensions and 3 RGB
channels of neural network. If there is another neuron added
into the hidden layer, we need another 32x32x3 weight con-
nection, therefore, total becomes 32x32x3x2 which is more
than 6000 weight parameters used to connect to two neu-
rons. A neuron or node in the Convolutional layer signifies
a set of inputs, a set of weights, and translates these inputs
into a single proper output. It computes the weighted aver-
age of its input and the weighted sum of the input is passed
through an activation function. The output of the neuron
is sent as input to another layers, which could repeat the
computation. Each neuron has a weight which represents
the strength of the connection between neurons and decides
the influence of the input will perform on the output. It is
important to have the same values of width and height in
the next layers. In this case, the networks need 32x32x3 by
32x32 which is 3,145,728 connections [1]. Thus, we look for
more efficient way, and use local regions instead of a whole
image. Figure 3 explains the connection of local regions
and the next layers. This means the hidden neuron in next
layer works only with the same region of the previous layer.
For instance, only 5x5 neurons can be connected, so adding
32x32 neurons in the next layer need 5x5x3 by 32x32 connec-
tions which is 76,800 weight connections [1]. It is noticeable
that the size of connections decreased in local connection,
however, there is three assumptions for reducing parame-
ters; keep fixed weights of local connection, apply the whole
neurons of the next layer, and then only 75 weights need to
connect the next layer. Figure 4 indicates many layers with
their own filters that process the same region of the input



Figure 3: Connection of local region to the next
layer[1]

Figure 4: Multiple layers with different filters but
looking at the same region[1]

image [1].

2.2.2 Stride and Zero-Padding
After deciding the filter size, we choose stride and padding

for controlling the volume of output by moving the filter. For
example, figure 5 illustrates stride 1 that the filter moves one
unit in each time and applies convolution matrix to each por-
tion of the region. There is a 7x7 input volume with a 3x3
filter, and if we move the filter one unit every time, the out-
put consists of 5x5 volume in the end. If we move the filter
and make stride 2, the output volume is 3x3 since the fil-
ter shifts 2 units at a time. From these examples, increasing
the stride gives diminished output volume. However, we will
face space issues if we try stride 3. The reason is that the
receptive fields no longer fit on the input volume. In order
to solve the problem of losing the information which exists
in the border that the filter does not slide and shrinking the
output size with depth, zero-padding is an efficient method.
Figure 6 indicates zero-padding which adds zeros around the
input borders to keep the input volume as original, so that
we keep the information as much as we can and extract the
low level features in the early layers [1].

2.2.3 Pooling Layer
The purpose of pooling layer is to reduce number of di-

mensions of data and maintain the important information.
It is also called downsampling. When it comes to image
processing, the pooling layer can be used to reduce the im-

Figure 5: Explain of Stride 1[1]

Figure 6: zeropad [1]

Figure 7: max-pooling [1]

age resolution. Max pooling is one of the most widely used
pooling layer method. In figure 7, it shows the max pooling
with 2x2 filter and applies stride 2 for downsampling from
2x2 blocks to 1 block. More specific, there are sub regions
with different colors in rectangles (pink, green, yellow, blue),
and 2x2 filter is used since it is the most common size in
max pooling. It takes the largest value of each rectangles in
sub-region. Stride 1 also can be used for downsampling pre-
vention, but it is important to consider that downsampling
does not maintain the spatial information. [1].

2.2.4 Fully Connected Layer
Fully connected networks are neural networks such that

each neuron is connected to every neuron in the previous
layer, and connection has its own weight as shown in Figure
8 [1]. This layer combine the number of convolution and
pooling layers so it produces a high level representation of
the input data. The output nodes have connections to all
nodes in the hidden layer, and all nodes in the hidden layers
have access to all nodes in the input layer. In other words, it
is generally used in the last hidden layer of the CNN to con-
nect to the output layer and construct the desired number
of outputs. Since each of the nodes in the last frames are
connected as a vector to the first one, it takes a long time
in processing the CNN [1]. Thus, it is required to reduce
the number of nodes and connections using an activation
function in order to classify the output.

3. METHODS
Dung and Ro [3] carried out a fire detection algorithm

using a surveillance camera system. Fire flames in candidate
areas are identified by temporal analysis with image pixels of
the colors and flickering of fire frames. Also, they developed
a fire classifier using a cascade model as shown as figure
9 that enable to detect true fire and non-fire areas rapidly
and accurately. The architecture of the algorithms consists
of three phases: fire areas detection, identifying fire and non-
fire areas, and temporal analysis for ultimate recognition of
a fire alarm need [3].



Figure 8: Fully-Connected Layer[9]

3.1 Detection of candidate fire areas
To detect candidate fire regions, Dung and Ro [3] used

RGB color map which constructs all the colors from the
combination of the Red, Green and Blue and the flicker-
ing energy map which is a method of perceiving fire by the
frequency of luminance flickering to estimate every image
pixel as they are important factors of recognizing possible
fire regions. Possible fire colors in RGB model are described
by the comparison of the color of each pixel, and an image
pixel is classified as a potential fire if it satisfies the following
conditions [3]:

R ≥ G ≥ B

R > RT

S > (255 −R)ST /RT

As shown above in the formulas, R, G, and B stand for red,
green and blue color of image pixels. In the fire classifica-
tion, Red channel of fire pixels should be higher than their
green channel and the green channel should be higher than
the blue channel. S signifies a saturation and it is an expres-
sion for the relative bandwidth of the visible output from a
light source as the fire. RT , ST are respectively two thresh-
olds for R and S color channels [3]. In addition, not only
comparison of the color of each pixel is satisfied to detect
fire, but also fire flickering is an important key of recognize
fire or flames. The fire flickering detection method estimates
the cumulative frequency of fire flickering by the following
equations [3]:

dI(t) = I(t) − I(t− 1)

E(t) = αE(t− 1) + (1 − α)dI(t)

dI(t) is detecting intensity which is calculated by the inten-
sity of the image pixels at time t subtracts the intensity of
previous time and E(t) represent cumulative flicker energy
[3]. Following these methods, it is possible to estimate fire

Figure 9: The flow chart of fire classification cascade
model[3]

pixel through color and cumulative flicker energies whether
the input data is a potential fire or definite non-fire objects
[3].

3.2 Fire classification
The pixel-level methods are effective to flame detection,

but they are easy to provide false decision since there are
many movements that would have possibly falsely recog-
nized as flickering [3]. Thus, Dung and Ro [3] introduced
the cascade model as a practical model for combining mul-
tiple features into one classifier. To calculate the moving
distance of the object for the period of time, the equation
below is used in [3]:

D(t) =
√

(xt − x0)(xt − x0) + (yt − y0)(yt − y0)

Where x0 and y0 are the first position of each x-axis and
y-axis of the object and xt and yt for the current position of
x-axis and y-axis respectively after a period of time [3]. It
is important to point out that a larger threshold should be
selected to eradicate only low probability of fire regions [3].

Surface feature classification is the next consideration from
the cascade model. To reduce the confusion between true
and false fire flames, it’s crucial to distinguish the surfaces
of fire and non-fire objects. The surface of one’s clothes is
considerably finer and smoother when compared with the
surface of the fire flame. Dung and Ro [3] suggested to de-
velop a fire classifier by the following equation [3]:

stdI =

√√√√1/n

n−1∑
1

(IR − I)

stdI ,I, and IR are respectively the standard deviation, av-
erage, and individual intensity of candidate regions, and N
denotes the number of object pixel in the image [3]. If stdI

is larger than a given threshold, the candidate region will be
classified as a potential fire [3]. Optical flow classification
was the last feature that considered to develop a fire classi-
fier based on whether a part of flames could possibly move in
a different direction. Thus, all angles of optical flow vectors
of candidate objects were calculated to classify the object
as fire and move on to the next layer, the CNN classifier,



Figure 10: AlexNet[5]

once the scope of its angles is greater than a prearranged
threshold.

3.3 AlexNet
The AlexNet architecture which was developed by Krizhevsky

in 2014 contains five convolutional layers, two fully con-
nected layers for learning features [1]. It has become one
of the most influential architecture and examined variations
in CNN framework. The architecture is similar to LeNet,
one of the first CNNs proposed by LeCun et al. in 1990.
Their task was recognizing the handwritten digits or zip
codes. However, it is much bigger and deeper compared
to LeNet [1]. In general operation, different sizes of several
data transformations are applied on the input data in or-
der to generate feature maps as shown in Figure 10 [5] [1].
The feature map is a function which maps the output of one
filter applied to the previous layer, and these feature maps
are inserted to the next operation known as pooling where
maximum feature maps are selected from them [5].

3.4 GoogleNet
GoogleNet is advanced architecture of CNN algorithm. To

improve performance of CNN, the researchers increased the
number of layers in CNN. However, increase in the number
of layers caused increase in the number of parameters and
the chances of network overfitting. The overfitting happens
when a model learns the details and noise in the training
data to the range that it increases negative impacts on the
performance of the model on unseen data. GoogleNet has
22 layers of architecture and uses inception module to re-
duce number of increasing free parameter and prevent fall
in overfitting. Inception is a new architecture that produces
usefulness of the computing resources in the network [2].
Also, GoogleNet is deeper than other models and has less
free parameter [6]. Key point of inception module is 1x1
convolution. Decisive 1x1 convolution is to reduce the di-
mension. Performing a 1x1 convolution is grouping similar
features from multiple feature maps, as a result of eliminat-
ing the number of feature maps, it is possible to decrease
the computation with reduced feature maps. There are two
main points of 1x1 convolution. The first is to control the
number of channels. Adjusting the number of channels is
calculating the correlation between channels. The second is
to reduce the channel of image. To be certain, the number
of parameters in the 3x3 and 5x5 convolution layers are re-
duced by 1x1 convolution. This makes the network deeper
than conventional CNN structures, but the parameters are

not very large [6].

4. TRAINING CNN
Dung and Ro [3] proposed their algorithm using CaffeNet

architecture of CNN, and they had training dataset of 10,000
fire images and 10,000 non-fire images, and testing dataset
of 2,000 fire images and 2,000 non-fire images. Then, they
ran the training for a maximum of 50,000 iterations for the
optimization process. They included temporal analysis, ana-
lyzing the past image frames for a certain period, to enhance
the credibility of the distinction between fire and non-fire of
their proposed algorithm. They evaluated testing dataset of
15 videos including fire and non-fire objects. Furthermore,
Muhammad et al. [5] explored deep learning architectures
(AlexNet and GoogleNet) using larger training and testing
datasets. The total number of images used in the experi-
ments for both AlexNet and GoogleNet is 68,457. Among
the total images, 62,690 frames are belongs to Dataset 1
and remainings are in Dataset 2. For the better experimen-
tal strategy, they were trained by only 20% data of dataset
for training and rest of them for testing. Dataset 1 con-
tains 31 videos, in particular, 14 fire videos and 17 nor-
mal videos without fire. The dataset has been challenged
for both color and motion-based fire detection methods by
fire-like objects such as red lightings and model flames or
clouds. This leads to the architectures achieving more ac-
curate fire detection outputs with challenging images. In
contrast with the Dataset 1, Dataset 2 consists of 226 im-
ages not fire videos which has separated into two classes; 119
images belong to fire class and 107 images to non-fire class.
It is similar to the Dataset 1 that it contains red-colored and
fire-like objects in order to challenge the fire detection.

5. RESULT
Two different proposed networks of CNN algorithm were

evaluated using AlexNet and GoogleNet. According to an
experiment conducted by Muhammad et al. [5], their first
dataset consisted of the testing dataset containing 14 videos
of fire and 17 videos without fire which cover different situ-
ations in order to train for both color and motion based fire
detection methods [5]. Use of the deep learning architecture
named GoogleNet in this experiment resulted in a detecting
accuracy, which is an intuitive measurement of calculating
the ratio of correct predicted observation to the total obser-
vations, of 88.41% with 0.11% for the false positives score
[5].

With the fine-tuning process, the false positive rate di-
minished from 0.11% to 0.054% and false negative score
from 5.5% to 1.5%. Using same dataset in AlexNet architec-
ture, the results of AlexNet model resulted in an accuracy
of 90.06% with false alarms rate of 9.22%. The accuracy
from the AlexNet model, before fine tuning model, is quite
high, however, false negatives score is 10.65% which would
be problematic of fire detection shown as in Figure 11. The
Dataset 2 which contains 119 images of fire and 107 images
of non-fire is also challenging as it comprises red-colored
and fire-like objects [5]. The results of this dataset are com-
pared with five methods including AlexNet and GoogleNet
as shown in Figure 12. To enhance a fair comparison be-
tween two datasets, another set of metrics (Precision, Re-
call, and F-measure) are used (See Figure 12). Precision is
the ratio of correct positive observations to the all positive



predictions, including false positive observations. Recall is
known as true positive rate and it is the ratio of correct
predicted positive observations to the total observations, re-
gardless whether those observations were correctly predicted
by the model. F-Measure is the average of both precision
and recall, therefore, it takes both false positives and false
negatives into account. The hand-crafted features based
method, AlexNet, has the 0.85 Precision values, 0.92 Recall,
and the F-Measure is 0.88 before running the fine-tuning
process. After the tuning on the AlexNet, the precision,
recall and F-measure are respectively 0.82, 0.98, and 0.89.
The deep learning based method, GoogleNet, resulted in
precision for 0.86, recall for 0.89 and F-measure for 0.88 be-
fore applying the fine-tuning technique. After running the
fine-tuning on the GoogleNet, the precision, recall and F-
measure are respectively 0.80, 0.93 and 0.86. There is no sig-
nificant improvement from the results of both AlexNet and
GoogleNet with the fine-tuning process. Additionally, the
overall performance of Dataset 2 is not better than Dataset
1, it notes the deep learning based method is superior than
hand-crafted features based fire detection methods. An-
other research conducted by Dung and Ro [3] demonstrated
the trained CNN using CaffeNet model which is a variation
of AlexNet developed by Berkeley AI Research (BAIR) [3].
Briefly, the model has the five of convolution layers followed
by maximum pooling layers and has next three fully con-
nected layers, and the classification layer at the end in order
to compute the classification score for each images across the
innated 1,000 object types [3]. The research showed that the
resulting accuracy of the trained CNN was 98% with using
a big training dataset of 10,000 fire images and 10,000 non-
fire images [3]. The process was operated for a maximum
of 50,000 iterations [3] and it improved processing capabil-
ities of surveillance systems for identifying the unexpected
circumstances. The evaluation data included 10 videos for
fire and 5 videos of non-fire objects [3]. Other previous al-
gorithms have difficulties identifying moving objects which
have similar features of fire flame or clothes etc [3]. How-
ever, this algorithm was easy to recognize the fire flame with
high precision of CNNs image classifier as shown in Figure
13 [3]. Another outstanding point of this algorithm is that
the processing time is less than 1 milliseconds using surface
feature classification which is a part of the cascade model
and including other steps. The overall time to process was
about 20 milliseconds of a video [3].

6. CONCLUSIONS
Dung and Ro [3] and Muhammad et al [5] proposed effec-

tive approaches of fire detection in surveillance videos based
on convolutional neural networks and both of their algo-
rithms are promising for accurate fire detection. Dung and
Ro [3] made a cascade model and placed CNN in the lastest
layer of their model to utilize the advantages of multiple clas-
sification features promising a high accuracy of smoke and
flame detection. Muhammad et al [5] introduced a cost-
benefit CNN architecture of fire detection for surveillance
videos which is a fine-tuned version of GoogleNet architec-
ture mainly focusing on accuracy of fire detection and com-
putational complexity. According to the results of experi-
ments, it is proved that the proposed architecture is more
likely to be a superior architecture compared to hand-crafted
features and AlexNet based fire detection. Their proposed
architecture demonstrated that improvement of the flame

Figure 11: Comparison with different fire detection
methods[5]

Figure 12: Comparison with different fire detection
methods from Dataset 2 [5]

Figure 13: Experimental results[3]

detection accuracy. However, further studies need to work
on minimizing false alarms due to the high number of false
alarms still exhibited with their architecture.
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