Mitigating the Disparity for Machine
Translation Quality for Low Resource
Languages

By Jeffrey Miller
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Who fares better with the same technology?



What is the issue?
Why is this an issue?
How is this an issue?



Low Resource and High Resource
Languages

Monolingual and Parallel Data
Corpora

Class Description Examples # langs

0 Have exceptionally limited resources, and have rarely been Slovene, Sinhala 2,191
considered in language technologies.
Have some unlabelled data; however, collecting labelled data is Nepali, Telugu 222
challenging.

2 A small set of labeled datasets has been collected, and language  Zulu, Irish 19
support communities are there to support the language.

3 Has a strong web presence, and a cultural community that backs ~ Afrikaans, Urdu 28
it. Have been highly benefited by unsupervised pre-training.

4 Have a large amount of unlabeled data, and lesser, but still a Russian, Hindi 18
significant amount of labelled data. have dedicated NLP
communities researching these languages.

5 Have a dominant online presence. There have been massive English, Japan- 7

investments in the development of resources and technologies.

ese

Figure from: [4]



Machine Learning

BLEU Scores with Varying Amounts of Training Data
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Figure from: [2]



Talking Points:

e Artificial Neural Networks (ANNs) and Encoder-Decoder
e LRL techniques
o Data Augmentation
o Transfer Learning
Neural Translation Machine (NMT')
o Semi Supervised
o Unsupervised
Application & Results
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Figure from: [3]



Low Resource Techniques



Data Augmentation

Data Augmentation:

English
= .
e Parallel Corpus Mining P French
e Back Translation I have no time il

e Word/Phrase Replacement

je n'ai pas le temps

I do not have time
English

f\ /}




Transfer Learning

Transfer Learning
e “Transfering” the parameters of a
high-resource pair to a low resource
pair

e Transfer Learning for Multi-NMT

e Transfer Protocol
o  “Freezing”

Train NMT Model

Figure from: [4]



NMT Architectures

e Semi Supervised
o Language Model
o  Multi task learning
e Unsupervised
o Initialization (@ (b) ()
@) Recurrent Translation (a): Supervised; (b): Semi Supervised; (c): Unsupervised

Figure from: [4]



Unsupervised

e Initialization
o  Word Embeddings
e Translation and Auto-encoding

Match
English Rotle French

cat Cavchat pig/cochon
; pig 7\ Align or oy

g — x 3

. b Sealy

dog cow dog/chien cownviche
(a) (b) (c)

Figure from: [4]



Application and Results

Back-Translation: Tagged and
Untagged

WMT9 German-English
Corpus

System  test set 2 de—en ) £n-20e
all o n-o all o n-o

2010 28.9 (+0.5) 33.2(-0.9) 279 +0.7) 21.8(-2.3) 24.6(-5.7) 21.0 (-1.2)
2011 253(-0.3) 299(-1.00 24.2(-0.2) 199 (-14) 23.8(-1.9) 19.0 (-1.1)
2012 27.1 (+0.3) 279 (-1.6) 27.0(+0.7) 204 (-1.2) 24.5(4.6) 19.3 (-0.2)
2013 30.3 (+0.3) 34.7(-1.6) 23.8(-1.9) 25.1(-2.8) 23.6 (-1.7)
BT 2014 32.8(+2.2) 27.4(2.5) | 254 (-0.5) 23.2(3.3) 27.9 (+2.7)
2015 33.8(+24) 22.5(-1.9) @ 39.5 (+5.5) 272 (-1.1)  28.1(-2.9) 24.7 (+1.9)
2017 355(++3.0) 27.2(1.1) 26.4 (-0.1)  26.3 (-3.6) 25.5 (+3.3)
2018 439 (+4.6) 32.0(-1.0) 38.0(-1.4) 389 (-5.9) 35.0 (+3.8)

2019 - 33.1(-1.5) - - 31.4 (-4.8) -
2010 29.5 (+1.1) 344 (+0.3) 284 (+1.2) 25.0 (+0.9) 30.5(+0.2) 234 (+1.2)
2011 26.4 (+0.8) 31.7(+0.8) 25.2(+0.8) 22.1 (+0.8) 25.8(+0.1) 21.0(+0.9)
2012 28.1 (+1.3) 30.2(0.7) 27.7(+1.4) 228 (+1.2) 30.0(+0.9) 209 (+1.4)
2013 30.8 (+0.8) 36.0(-0.3) 29.6 (+1.0) 26.4 (+0.7) 28.1 (+0.2) 26.1 (+0.8)
T-BT 2014 324 (+1.8) 29.6(-0.3) 33.8 (+4.0) 279 (+2.0) 26.7(+0.2) @ 294 (+4.2)
2015 33.9 (+2.5) 249 +0.5) 37.7 (+3.7) 29.9 (+1.6) 32.1 (+1.1) 25.6 (+2.8)
2017 35.5(+3.0) 28.1(-0.2) 28.7 (+2.2) 30.7 (+0.8) = 26.0 (+3.8)
2018 432 (+3.9) 33.0 (+0.0) | 41.8(+24) 45.6(+0.8)  35.5(+4.3)

2019 - 35.0 (+0.4) - 37.6 (+1.4) -

Figure from: [1]
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Questions?



