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Who fares better with the same technology?



What is the issue?
Why is this an issue?
How is this an issue?



Low Resource and High Resource 
Languages
● Monolingual and Parallel Data
● Corpora
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Machine Learning

● Machine Translation (MT)
● Statistical Machine Translation 

(SMT)
● Neural Machine Translation 

(NMT)
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Talking Points:
● Artificial Neural Networks (ANNs) and Encoder-Decoder
● LRL techniques

○ Data Augmentation
○ Transfer Learning

● Neural Translation Machine (NMT) 
○ Semi Supervised
○ Unsupervised

● Application & Results



ANNs



Encoder Structure
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Low Resource Techniques



Data Augmentation

Data Augmentation:

● Parallel Corpus Mining
● Back Translation
● Word/Phrase Replacement



Transfer Learning

Transfer Learning

● “Transfering” the parameters of a 
high-resource pair to a low resource 
pair

● Transfer Learning for Multi-NMT
● Transfer Protocol

○ “Freezing”
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NMT Architectures 

● Semi Supervised
○ Language Model
○ Multi task learning

● Unsupervised
○ Initialization
○ Recurrent Translation
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(a): Supervised; (b): Semi Supervised; (c): Unsupervised
  



Unsupervised

● Initialization
○ Word Embeddings

● Translation and Auto-encoding
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Application and Results

● Back-Translation: Tagged and 
Untagged

● WMT9 German-English 
Corpus
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Questions?


