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Talk Outline

- Linear Algebra
- Vectors
- Vector Spaces
- Linearity

- Machine Learning
- Training
- Single Layers
- Neural Networks

- NLP & Word Embeddings
- Character Encodings
- Higher Dimensionality
- Encoders and Decoders



Talk Outline (Cont’d)

- Evaluating Word Embeddings using Probing

- A Different Result

- Criticisms of Probing

- No Control

- Model Variety

- Correlation and Causation

- Experiments on Large Language Models



Linear Algebra



Background - Vectors and Vector Spaces

- We can think of vectors as 

lists of numbers



Background - Vectors and Vector Spaces

Adapted From: WikiMedia

https://en.wikipedia.org/wiki/Cartesian_coordinate_system#/media/File:Cartesian_coordinates_2D.svg


Background - Vectors and Vector Spaces

Adapted From: WikiMedia

https://upload.wikimedia.org/wikipedia/commons/d/d6/RGB_color_cube.svg


Background - Linear Transformations

- Treating dimensions individually

- Combining dimensions individually by 

summing



Background - Linear Transformations
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Background - Linear Transformations

Luma(Blue) = 1

Luma(Red) = 3

Luma(Green) = 4



Background - Linear Transformations

Luma(Blue) = 1

Luma(Red) = 3

Luma(Green) = 4

Luma(Blue) = 1/8

Luma(Red) = 3/8

Luma(Green) = 4/8



Background - Linear Transformations

  Luma(r·Red + g·Green + b·Blue) 

= ⅜·r + ½·g + ⅛·b 



Background - Matrix Multiplication



Background - Matrix Multiplication



Machine Learning



Background - Machine Learning



Background - Machine Learning

- Trained by providing pairs of input and output



Background - Machine Learning
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- Apply model to the input
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Background - Machine Learning

- Trained by providing pairs of input and output
- Apply model to the input

- Compare the output with the expected output

- Use that information to update parameters



Background - Machine Learning



Background - Single Layer

- Matrix Multiplication

- Linear Classifier



Background - Single Layer

Linear Separation



Background - Neural Networks

Activation Functions



Background - Neural Networks



Natural Language 
Processing



NLP - Word Embeddings

How do we represent a word as a vector?

- Character Encodings?

- Many, Many Dimensions

- Encoders and Decoders



NLP - Character Encoding?



NLP - Character Encoding?

Limitations:

- Limited in length

- Doesn’t play well as a vector



NLP - A Dimension for Every Word

[6]



NLP - A Dimension for Every Word

Advantages:

- Plenty of space for machine learning

Disadvantages:

- 1.3 Million dimensions



NLP - A Useless Transformation

[4]



NLP - A Useless Transformation

“Vector”

[4]



NLP - A Useless Transformation

“Vector” “Vector”

[4]



NLP - Encoders and Decoders

[4]



NLP - Encoders and Decoders



Probing



Probing - Assessing Word Embeddings

- Part of Speech?

- Plurality?

- Ends-in-’s’-ness?

[3]



Probing - A Different Application

“Traditional” Machine Learning:

The parameters are the result, the accuracy is just a 
measurement

Probing:

The accuracy in training is the result, the parameters are 
coincidental

[1]



Criticisms



Criticisms 

No Control Reference

Models Can Vary

Correlation and Causation

[2]



Criticisms - No Control

What is the baseline?

[2]



Criticisms - Model Variety

When does one use a Linear Classifier?

What activation function should be used if any?

[2]



Criticisms - Correlation and Causation

How does one remove a property?

[2]



Criticisms - Correlation and Causation

How do we know the property we want is present?

- Retrain the encoder

- Modifying the embedded vector

[2]



Using Our Toolkit



Experiments on Large Language Models

[5]
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Experiments on Large Language Models

[5]



Conclusion



Conclusion

- Linear Algebra

- Machine Learning

- NLP & Word Embeddings

- Evaluating Word Embeddings using Probing

- Criticisms of Probing

- Experiments on Large Language Models
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