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BackgroundPart 1

AI Image  
Generated by DELL·E 3

Hello Mr. Wang, it’s great to 
spend the 2012 prophecy 
days with you in your class.  
Let’s look forward to seeing 
if we will die together.

10%
People from  
21 Countries 

Believe it’s REAL
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Back to 2012…

Mayan rumors: Earth is about to become extinct



“You won't believe what this celebrity did next! FIND OUT NOW!”

Misinformation

“You won't believe what this celebrity did next! Find out now!”

“This one simple trick will change the way you … FOREVER!” “You won't believe what happened when … or surprising occurred]!”

"You won't believe the secret person has been HIDING all these years!" “You won't believe what this celebrity did next! Find out now!”

“Please believe me - the doctor will NEVER TELL YOU THIS!” “You won't believe what this celebrity did next! Find out now!”

"This [objwill blow your mind! See the SHOCKING video here!" You WON’T BELIEVE what happened when [something unexpected or surprising occurred]!

“You won't believe what this celebrity did next! Find out now!” "Find out THE UNTOLD TRUTH about … that everyone is talking about!"
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Negative of Misinformation 

Vosoughi et al, 2018 
Lazer et al, 2018

BackgroundPart 1

6x
False News/Stories spread  

Faster than the True one on Twitter

Misinformation brings: 
• Influencing public opinion 
• Hurt trust in institutions 
• Threatening public health and safety
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PART 2

How Humans Fact-Check
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No Evidence Assertion (NEA)
4

Non-Credible Sources (NCS)
3

Local Counter-Evidence (LCE)
2

How Humans Fact-Check

Human Fact-Check Approaches
Part 2

Glockner et al, 2022

Global Counter-Evidence (GCE)
1

Finding counter-evidence that refutes the claim through arbitrarily complex reasoning,  
without requiring a specific source guarantee

Everyone knows, 
All birds can fly 🐦

DailyFakeNews 3h

↩  2w 👍  66,823 ❤  66,820

We know penguins  
and ostriches are birds,  

but they can't fly

× False

Fact-Checker Own Knowledge
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No Evidence Assertion (NEA)
4

Non-Credible Sources (NCS)
3

How Humans Fact-Check

Human Fact-Check Approaches
Part 2

Glockner et al, 2022

Finding evidence from a trustworthy source (source guarantee)  
to refute the reasoning behind the claim

Global Counter-Evidence (GCE)
1 Local Counter-Evidence (LCE)

2

⚠ You should know! 
New Study Claims Vaccines  
Linked to Autism!

FakeUser_3650 2d

↩  1000 👍  568 ❤  5000

The cohort data  
revealed no relationship  

between vaccination  
and autism

“
”(Taylor et al., 2014)

× False

Professional Evidence
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Local Counter-Evidence (LCE)
2

No Evidence Assertion (NEA)
4

How Humans Fact-Check

Human Fact-Check Approaches
Part 2

Glockner et al, 2022

Finding evidence from a trustworthy source (source guarantee) to refute the claim  
based on the non-credibility of the sources used to support the claim

Global Counter-Evidence (GCE)
1

🚨 BREAKING NEWS 🚨 
Computer science is dead! 
Grads Can't Find a Job!

FakeNewsToday.com 08/10/2023

👀  10,000,000

FakeNewsToday.com is  
not a Trustworthy News site,  

they published fake news  
multiple times in…

“
”

× False

Non-Credible Sources (NCS)
3

FactCheck.com
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http://FakeNewsToday.com
http://FactCheck.com


Non-Credible Sources (NCS)
3

Local Counter-Evidence (LCE)
2

How Humans Fact-Check

Human Fact-Check Approaches
Part 2

Glockner et al, 2022

Refuting the claim by asserting that no trusted evidence supports it.

Global Counter-Evidence (GCE)
1

Dongting is the most  
handsome man  
in the world

dcai.io 04/13/2024

👀  200,823

Can’t find any other sources 
to support that opinion × False

No Evidence Assertion (NEA)
4
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http://dcai.io


How Humans Fact-Check

Human Fact-Check Challenges
Part 2

Glockner et al, 2022  
Graves, 2018

• Time-consuming process 
• Dealing with complex or ambiguous claims 
• Keeping up with the rapid spread of information 
• Potential for human biases and errors 
• Difficulty in finding suitable counter-evidence for some claims
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PART 3

NLP Fact-Checking:  
Techniques
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Natural Language Processing (NLP)

Guo et al, 2022 
Jurafsky & Martin, 2020 
Amazinum, 2024

Focuses on teaching computers  
to understand, interpret,  
and generate human language.

NLP Fact-Checking: TechniquesPart 3

The potential of NLP for fact-checking:  
• Automatically identifying claims 
• Retrieving relevant evidence 
• Verifying the truthfulness of claims
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NLP Fact-Checking: Techniques

NLP Fact-Checking Pipeline
Part 3

Guo et al, 2022

• Claim Detection: Identifying factual claims in text 
• Evidence Retrieval: Gathering relevant evidence from reliable sources 
• Claim Verification: Determining the truthfulness of the claim based on the evidence

16 / 31



NLP Fact-Checking: Techniques

NLP Fact-Checking Pipeline
Part 3

Guo et al, 2022

The Great Wall of China is the only  
man-made structure visible from space

Claim

Claim Detection

Is it Factual Claim?

Non-factual Statement

Evidence Retrieval

Evidence 1

NASA:  The Great Wall is not  
visible from space

Evidence 2

Scientific American:  
Many man-made structures  
are visible from space

Claim Verification

Search for Relevant Evidence

Determine Claim 
Truthfulness

Claim TRUE Claim FALSE Insufficient Evidence

The Great Wall of China is the only  
man-made structure visible from space

Claim is FALSE

17 / 31



Hybrid 
Models

combine multiple approaches,  
such as single-task and multi-task models,  

to enhance the fact-checking process

Multi-task 
models

Single models trained to 
perform multiple  

fact-checking tasks 
simultaneously

NLP Fact-Checking: TechniquesPart 3

Guo et al, 2022

Single-task  
Models

Separate models  
for each stage of the  

fact-checking pipeline 

Categories of NLP Models for Fact-Checking

Knowledge-
based Models

 Rely on external knowledge  
bases or fact-checking websites  

to verify the truthfulness of claims

And MORE…
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NLP Fact-Checking: Techniques

Single-Task Models
Part 3

Hassan et al, 2017

Separate models are trained for each stage of the fact-checking pipeline

ClaimBuster 

TF-IDF 

Textual entailment

Claim Detection

Evidence Retrieval

Claim Verification

Example Models

The Great Wall of China is the only  
man-made structure visible from space

Claim

Pre-Processing

Single-Task Model (1) 
Single-Task Model (2) 
Single-Task Model (3)

Determine Claim 
Truthfulness

Claim FALSE Insufficient EvidenceClaim TRUE

The Great Wall of China is the only  
man-made structure visible from space

Claim is FALSE
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NLP Fact-Checking: Techniques

Multi-Task Models
Part 3

Nie et al, 2019 
Zhong et al, 2020

Single models are trained to perform multiple fact-checking tasks simultaneously

UNC-NLP 

DREAM

Document Retrieval, Sentence Selection, 
Textual Entailment

Evidence retrieval & Claim Verification

Example Models

The Great Wall of China is the only  
man-made structure visible from space

Claim

Pre-Processing

Determine Claim 
Truthfulness

Claim FALSE

Insufficient Evidence

Claim TRUE

The Great Wall of China is the only  
man-made structure visible from space

Claim is FALSE

Evidence Retrieval

Retrieve Relevant 
Evidence

Claim Detection

Identify Factual  
Claims
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NLP Fact-Checking: Techniques

Evaluation Metrics and Benchmarks: FEVER
Part 3

Thorne et al, 2018

A large-scale dataset consisting of claims  
and their corresponding evidence sentences from Wikipedia

FEVER SCORE 
The percentage of claims for which the system correctly retrieves all the 

required evidence sentences and assigns the correct label. The FEVER 
score is the primary metric used to rank the participating systems in the 

FEVER shared task.

Evidence Retrieval     |       Claim Verification
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NLP Fact-Checking: Techniques

FEVER Score
Part 3

Model FEVER Score

UNC-NLP 
Combine-FEVER-NSMN 67.98%

DREAM 
Dual Retrieval Evidence  

Enhanced Multi-task Learning
70.60%

Limitations 
Limited Context Understanding 

Handling Complex Claims 
Bias and Fairness 

Explainability

Strengths 
Multi-task Learning 

Claim Detection 
Evidence Retrieval

22 / 31 Nie et al, 2019 
Zhong et al, 2020



PART 4

Future Directions
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Future Directions

Limitations of Current NLP Fact-Checking Models
Part 4

Thorne et al, 2021

Limited ability to handle complex claims 
Current models struggle with claims that require reasoning, common sense, or world knowledge 
Example: "The Earth is flat because if it were round, people on the bottom would fall off " 

Dependence on high-quality, labeled data 
NLP fact-checking models require large amounts of labeled data for training and evaluation 
Creating such datasets is time-consuming, expensive, and prone to human biases and errors 

Limited adaptability to new domains and types of misinformation 
Models trained on one domain or type of misinformation may not generalize well to others 
Example: A model trained on political fact-checking may not perform well on scientific or medical misinformation

24 / 31



Future Directions

Improving NLP Models for Fact-Checking
Part 4

Time-consuming process 
Dealing with complex or ambiguous claims 
Keeping up with the rapid spread of information 
Potential for human biases and errors 
Difficulty in finding suitable counter-evidence for some claims

25 / 31 Glockner et al, 2022  
Graves, 2018



Future Directions

Improving NLP Models for Fact-Checking
Part 4

Shao et al, 2016 
Nakov et al, 2021

• Real-time fact-checking and early detection 
• Developing NLP models that can identify and flag potential misinformation in real-time, before it spreads widely 
• Integrating fact-checking systems with social media platforms and news aggregators to provide early warnings and 

corrections 
• Collaborative and decentralized fact-checking 

• Encouraging collaboration between human fact-checkers and NLP models to improve accuracy and coverage 
• Exploring decentralized fact-checking approaches, such as blockchain-based systems, to increase transparency and trust 

• Proactive fact-checking and misinformation prevention 
• Using NLP techniques to identify and address the root causes of misinformation, such as biased or misleading content 
• Developing educational tools and resources to improve media literacy and critical thinking skills among the public
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Future Directions

Conclusion
Part 4

• NLP techniques have shown promise in automating fact-checking and combating misinformation 
• Current NLP fact-checking models have limitations and face challenges in real-world applications 
• Future directions include improving model performance, scalability, and explainability, as well as 

addressing ethical and societal considerations
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Future Directions

What Could We Do?
Part 4

• Check IT - Be a Fact-Checker 

• Think IT - Think before share 

• Tag IT - Report it to the platform or website where it appears 

• Maybe… Involve the NLP Fact-Check Development Process
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Q & A Session

Present by Dongting Cai   |  April 13, 2024

Computer Science Senior Seminar 
SPRING 2024

Thanks for your 
Listening!
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