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A Survey on Automated
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Missing Counter-Evidence Renders NLP Fact-Checking
Unrealistic for Misinformation
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Abstract

Misinformation emerges in times of uncertainty
when credible information is limited. This is
challenging for NLP-based fact-checking as
it relies on counter-evidence, which may not
yet be available. Despite increasing interest
in automatic fact-checking, it is still unclear if
automated approaches can realistically refute
harmful real-world misinformation. Here, we
contrast and compare NLP fact-checking with
how professional fact-checkers combat misin-
formation in the absence of counter-evidence.
In our analysis, we show that, by design, ex-
isting NLP task definitions for fact-checking
cannot refute misinformation as professional
fact-checkers do for the majority of claims.
We then define two requirements that the evi-
dence in datasets must fulfill for realistic fact-
checking: It must be (1) sufficient to refute
the claim and (2) not leaked from existing
fact-checking articles. We survey existing fact-
checking datasets and find that all of them fail
to satisfy both criteria. Finally, we perform ex-
periments to demonstrate that models trained
on a large-scale fact-checking dataset rely on
leaked evidence, which makes them unsuitable
in real-world scenarios. Taken together, we
show that current NLP fact-checking cannot
realistically combat real-world misinformation
because it depends on unrealistic assumptions
about counter-evidence in the data'.

1 Introduction

According to van der Linden (2022), misinforma-
tion is “false or misleading information masquerad-
ing as legitimate news, regardless of intent”. Mis-
information is dangerous as it can directly impact
human behavior and have harmful real-world con-
sequences such as the Pizzagate shooting (Fisher
et al., 2016), interfering in the 2016 democratic US
election (Bovet and Makse, 2019), or the promo-
tion of false COVID-19 cures (Aghababaeian et al.,

1Code provided at https://github.com/UKPLab/
emnlp2022-missing-counter-evidence

Facebook posts

stated on December 19, 2021 in a Facebook post.

"Half a million sharks could be
killed to make the COVID-19
vaccine."

L4 4

Many vaccines use
squalene harvested
from sharks

Only few (not yet
approved) COVID
vaccines use squalene

Figure 1: A false claim from PolitiFact. It is unlikely to
find counter-evidence. Fact-checkers refute the claim
by disproving why it was made.

2020). Surging misinformation during the COVID-
19 pandemic, coined “infodemic” by WHO (Zaro-
costas, 2020), exemplifies the danger coming from
misinformation. To combat misinformation, jour-
nalists from fact-checking organizations (e.g., Poli-
tiFact or Snopes) conduct a laborious manual effort
to verify claims based on possible harms and their
prominence (Arnold, 2020). However, manual fact-
checking cannot keep pace with the rate at which
misinformation is posted and circulated. Auto-
matic fact-checking has gained significant attention
within the NLP community in recent years, with the
goal of developing tools to assist fact-checkers in
combating misinformation. For the past few years,
NLP researchers have created a wide range of fact-
checking datasets with claims from fact-checking
organization websites (Vlachos and Riedel, 2014;
Wang, 2017; Augenstein et al., 2019; Hanselowski
et al., 2019; Ostrowski et al., 2021; Gupta and
Srikumar, 2021; Khan et al., 2022). The fundamen-
tal goal of fact-checking is, given a claim made
by a claimant, to find a collection of evidence and
provide a verdict about the claim’s veracity based

Abstract

Fact-checking has become increasingly im-
portant due to the speed with which both
information and misinformation can spread
in the modern media ecosystem. Therefore,
researchers have been exploring how fact-
checking can be automated, using techniques
based on natural language processing, machine
learning, knowledge representation, and data-
bases to automatically predict the veracity of
claims. In this paper, we survey automated
fact-checking stemming from natural language
processing, and discuss its connections to re-
lated tasks and disciplines. In this process, we
present an overview of existing datasets and
models, aiming to unify the various definitions
given and identify common concepts. Finally,
we highlight challenges for future research.

1 Introduction

Fact-checking is the task of assessing whether
claims made in written or spoken language are
true. This is an essential task in journalism, and
is commonly conducted manually by dedicated
organizations such as PolitiFact. In addition to
external fact-checking, internal fact-checking is
also performed by publishers of newspapers, mag-
azines, and books prior to publishing in order to
promote truthful reporting. Figure 1 shows an ex-
ample from PolitiFact, together with the evidence
(summarized) and the verdict.

Fact-checking is a time-consuming task. To as-
sess the claim in Figure 1, a journalist would need
to search through potentially many sources to
find job gains under Trump and Obama, evaluate
the reliability of each source, and make a com-
parison. This process can take professional fact-
checkers several hours or days (Hassan et al.,
2015; Adair et al., 2017). Compounding the prob-
lem, fact-checkers often work under strict and

*Equal contribution.

tight deadlines, especially in the case of internal
processes (Borel, 2016; Godler and Reich, 2017),
and some studies have shown that less than half
of all published articles have been subject to veri-
fication (Lewis et al., 2008). Given the amount of
new information that appears and the speed with
which it spreads, manual validation is insufficient.

Automating the fact-checking process has been
discussed in the context of computational journal-
ism (Flew et al., 2010; Cohen et al., 2011; Graves,
2018), and has received significant attention in
the artificial intelligence community. Vlachos and
Riedel (2014) proposed structuring it as a sequence
of components—identifying claims to be checked,
finding appropriate evidence, producing verdicts
—that can be modeled as natural language pro-
cessing (NLP) tasks. This motivated the develop-
ment of automated pipelines consisting of subtasks
that can be mapped to tasks well-explored in
the NLP community. Advances were made possi-
ble by the development of datasets, consisting of
either claims collected from fact-checking web-
sites, for example Liar (Wang, 2017), or purpose-
made for research, for example, FEVER (Thorne
et al., 2018a).

A growing body of research is exploring the
various tasks and subtasks necessary for the au-
tomation of fact checking, and to meet the need
for new methods to address emerging challenges.
Early developments were surveyed in Thorne and
Vlachos (2018), which remains the closest to an
exhaustive overview of the subject. However, their
proposed framework does not include work on
determining which claims to verify (i.e., claim
detection), nor does their survey include the re-
cent work on producing explainable, convincing
verdicts (i.e., justification production).

Several recent papers have surveyed research
focusing on individual components of the task.
Zubiaga et al. (2018) and Islam et al. (2020)
focus on identifying rumors on social media,
Kiiciik and Can (2020) and Hardalov et al. (2021)
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Background

B&Ck (0 2012... Hello Mr. Wang, it’s great to

spend the 2012 prophecy
days with you in your class.
Let’s look forward to seeing
if we will die together.

Mayan rumors: Earth is about to become extinct

llllllllllllllllllllllllllllllllllllllllllllllllll
. L 4
<

People from

21 Countries
Believe it’s REAL

* R
-------------------------------------------------

05 Generated by DELL-E 3



“You won't believe what this celebrity did next! FIND OUT NOW!” l “You won't believe what this cele

mple trick will change the way you ... FOREVER!” “You won't believe what happened when ... or su

believe the secret person has been HIDING all these years!"” l “You won't believe what this celebrity

Misinformation

lieve me - the doctor will NEVER TELL YOU THIS!” l “You won't believe what this celebrity did nex

mind! See the here!" You WON'T BELIEVE what happened when [something unexp:

n't Obselieve what this celebrity did next! Find out now!” l "Find out THE UNTOLD TRUTH about... tha



Negative of Misinformation

( Misinformation brings:
X

* Influencing public opinion
* Hurt trust in institutions

False News/Stories spread
Faster than the True one on Twitter * Threatening public health and safety




How Humans Fact-Check




How Humans Fact-Check

Human Fact-Check Approaches

1
Global Counter-Evidence (GCE)

Finding counter-evidence that refutes the claim through arbitrarily complex reasoning,
without requiring a specific source guarantee

...........................................................................................................................
*

ilyFak
5 ﬂDa'ly akeNews Fact-Checker Own Knowledge

. Everyone knows,

: We know penguins
. All birds can fly © (now pengu

and ostriches are birds, :
but they can't fly

: B 2w - 66,823 ¥ 66,820
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How Humans Fact-Check

Human Fact-Check Approaches

2

LLocal Counter-Evidence (LCE)

Finding evidence from a trustworthy source (source guarantee)
to refute the reasoning behind the claim

*
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I You should know!
New Study Claims Vaccines
Linked to Autism!
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Vaccine 32 (2014) 3623-3629

Contents lists available at ScienceDirect

Vaccine *

journal www.elsevier,

Vaccine

Vaccines are not associated with autism: An evidence-based @ Crosark
meta-analysis of case-control and cohort studies

Luke E. Taylor, Amy L. Swerdfeger, Guy D. Eslick*

The Research . Nepean i Level3,
Clinical Building, PO Box 63, Penrith 2751, NSW, Australia

ARTICLE INFO ABSTRACT

Arice history. ‘There has been enormous debate regarding the possibility of a link between childhood vaccinations and
Received 20 November 2013 “This hs t times b

Received in revised form 16 April 2014

Accepted 23 April 2014 and autist

Available online 9 May 2014

m.
studies on this topic (MEDLINE, PubMed, EMBASE, Google Scholar up to April, 2014). Eligible studies

tracted data on ‘methods, and

outcomes. Disagreement was resolved by consensus with another author. Five cohort studies involving

K ds assessed

Vacine. autism spectrum
Vacinaion

Immuisaion 1256407 children, an
Autsm

Thimerosal 95% C1: 0.70 to

studies hi

he cohort data revealed no relationship between vaccination and autism (OR: 0.99; 95%Cl: 0.92 t0 1.06)
Autism spectrum disorder or ASD (OR: 0.91; 95% CI: 0.68
01), or thimerosal (OR: 1.00;

£01.20), nor was there a relationship between autism and MMR (OR: 0.84;
; 95% CI: 0.77 to 1.31), or mercury (Hg) (OR: 1.00; 95% CI

0.93 to 1.07). Similarly the case-control data found no evidence for increased risk of developing autism

or ASD following MR, Hg, or thimerosal exposure when grouped by condition (OR: 0.90, 95% Cl: 0.83

10 0.98; p=0.02) or grouped by exposure type (OR: 085, 95% CI: 0.76 to 0.95; p=0.01). Findings of this

meta-analysis suggest that vaccinations are not associated with the development of autism or autism

spectrum disorder. Furthermore, the components of the vaccines (thimerosal or mercury) or multiple
not associated with of autism or auti disord

1. Introduction

Over the past several years much concern has been raised

©2014 Elsevier Ltd. All rights reserved.

modern day society and the decision to opt out of MMR or other
development of autism should be properly evaluated with avail-
I

regarding the potential links of childhood with the
development of autism and autism spectrum disorders (ASD). The
vaccinations that have received the most the measles,

mumps, rubella (MMR) vaccine and thimerosal-containing vac-

cines such s the diphtheria, tetanus, pertussis (DPT or DT) vaccine.

Arising awareness of autism incidence, prevalence, and the pos-

tulated causation of childhood vaccinations has led to both an

increased distrust in the trade-off between vaccine benefit out-
e

t the CDC reported 17
‘measles outbreaks in the U.S. in 2011 and NSW, Australia also saw
aspike in its measles notifications from late 2011 to mid-July 2012
[1,2]. Vaccine-preventable diseases clearly still hold a presence in

+ Corresponding author. Tel 461 2 47 341 373; fax: +612 47 343 432,
E-mail address: gy eslick®@sydney.edu.au (G.D. Eslick).

hutp:/dx.doiorg/10.1016/jvaccine.2014.04.085
0264-410X0 2014 Elsevier Lid. Al rights reserved,

vaccinations.
‘This meta-analysis aims to quantitatively assess the available

rates and childhood vaccination so that the relationship between
these two, whatever its significance, can be adequately substanti-
ated,

2. Methods
2.1 Study protocol
We followed the Preferred Reporting Items for Systematic

Reviews and Meta-Analyses (PRISMA) guidelines to conduct our
review and analysis (34). The PRISMA guidelines have been

AN IS NN EE NS NN NN NN SN NN N NN NN NNENENEENENENENEENEEEDN

Professional Evidence

The cohort data
revealed no relationship
between vaccination
and autism

Taylor et al., 2014

IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII"

..IIIlIIIIIIIIIIIIIIIIIIIIIIII“

L 4

Glockner et al, 2022



How Humans Fact-Check

Human Fact-Check Approaches

3
Non-Credible Sources (NCS)

Finding evidence from a trustworthy source (source guarantee) to refute the claim
based on the non-credibility of the sources used to support the claim

llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

FakeNewsToday.com FactCheck com

. @ BREAKINGNEWS @ '

C : i« dead! 5 FakeNewsToday.com is

: Lomputer science 1s dead: : : not a Trustworthy News site,

Grads Can't Find a Job! they published fake news
: multiple times in...
i +4 10,000,000
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http://FakeNewsToday.com
http://FactCheck.com

How Humans Fact-Check

Human Fact-Check Approaches

No Evidence Assertion (NEA)

Refuting the claim by asserting that no trusted evidence supports it.

llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

. Dongting is the most
. handsome man
. in the world

Can’t find any other sources
to support that opinion

I+ 200,823

*
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llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

12 Glockner et al, 2022


http://dcai.io

Human Fact-Check Challenges

* Time-consuming process

* Dealing with complex or ambiguous claims

« Keeping up with the rapid spread of information

 Potential for human biases and errors

* Difficulty in finding suitable counter-evidence for some claims



NLP Fact-Checking:
Techniques




NLP Fact-Checking: Techniques

Natural Language Processing (NLP)

Focuses on teaching computers
to understand, interpret,

Extraction

j N Entity
& | Extraction

The potential of NLP for fact-checking: ~ Topic Sentiment
: : co : Classification Analysis

* Automatically identifying claims ==

* Retrieving relevant evidence

* Verifying the truthfulness of claims

Raw Language
Processing

Guo et al, 2022
15 » Jurafsky & Martin, 2020
Amazinum, 2024



NLP Fact-Checking Pipeline

* Claim Detection: Identifying factual claims in text
* Evidence Retrieval: Gathering relevant evidence from reliable sources
* Claim Verification: Determining the truthfulness of the claim based on the evidence

I

l

l

| — Verdict Prediction
|

, (N

| —

O

|

: Claim Evidence
\ Detection Retrieval

. Justification Production

/

~



NLP Fact-Checking: Techniques

NLP Fact-Checking Pipeline

Claim

The Great Wall of China is the only

Claim Verification ]—-) D?I'E'eurtl:\‘:“zfnggzlm

man-made structure visible from space

Non-factual Statement L . \ \l
T ) . promm o B
__Cloim Detection | 1 . Claim TRUE Claim FALSE . Insufficient Evidence
| - N SemTReE =  Insufficont Bvidanca |
\V4 Search for Relevant Evidence
[ Is it Factual Claim?
' (Evidence 1 A
V NASA: The Great Wall is not
[ Evidence Retrieval ]—_,). \visible from space 5 |
- )
Evidence 2 Claim is FALSE
Scientific American: The Great Wall of China is the only
Many man-made structures man-made structure visible from space
are visible from space
\_ Y,
\_ ),

17 Guo et al, 2022



Categories of NLP Models for Fact-Checking

-~ Multi-task Knowledge-
\) models ' based Models

Rely on external knowledge
bases or fact-checking websites
to verify the truthfulness of claims

Single-task
Models

Hybrid
Models

Single models trained to

perform multiple @

fact-checking tasks
combine multiple approaches,

Simu]taHEOUSIY such as single-task and multi-task models,
to enhance the fact-checking process

Separate models
for each stage of the
fact-checking pipeline

And MORE...



NLP Fact-Checking: Techniques

Single-Task Models

Separate models are trained for each stage of the fact-checking pipeline

Example Models

ClaimBuster

Claim Detection

TF-1IDF

Evidence Retrieval

Textual entailment

Claim Verification

19

(¢

\—

laim

The Great Wall of China is the only
man-made structure visible from space

~

_J

A
( Pre-Processing )

J

Single-Task Model (1)
Single-Task Model (2)
Single-Task Model (3) y

llllll

llllll

Determine Claim
Truthfulness

llllllllllllllllllllll

ClaimTRUE § | Claim FALSE |:Insufficient Evidenceé

lllllllllllllllllllllllllllllllllllllllllll

lllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

J
Claim is FALSE

The Great Wall of China is the only
man-made structure visible from space

Hassan et al, 2017



NLP Fact-Checking: Techniques (c

Multi-Task Models

Single models are trained to perform multiple fact-checking tasks simultaneously \_

laim

The Great Wall of China is the only
man-made structure visible from space

~

J

\:

C

Pre-Processing

Example Models

UNC-NLP - “

Document Retrieval, Sentence Selection,

Determine Claim
Truthfulness

Textual Entailment l— '

g --------- .---------------.é v

:  ClaimTRUE :
DREAM e eeeeeeereeneaeeeenns V Claim FALSE
Evidence retrieval & Claim Verification

/

~

~

Evidence Retrieval

I

Retrieve Relevant
Evidence

20

Claim is FALSE

The Great Wall of China is the only
man-made structure visible from space

\
Claim Detection
Identify Factual
Claims
Y,
Nie et al, 2019

Zhong et al, 2020




Evaluation Metrics and Benchmarks: FEVER

A large-scale dataset consisting of claims
and their corresponding evidence sentences from Wikipedia

Evidence Retrieval | Claim Verification

FEVER SCORE
The percentage of claims for which the system correctly retrieves all the
required evidence sentences and assigns the correct label. The FEVER

score is the primary metric used to rank the participating systems in the
FEVER shared task.



NLP Fact-Checking: Techniques

FEVER Score

22

Model

UNC-NLP

Combine-FEVER-NSMN

DREAM

Dual Retrieval Evidence
Enhanced Multi-task Learning

Strengths
Multi-task Learning
Claim Detection
Evidence Retrieval

FEVER Score

67.98%

70.60%

Limitations
Limited Context Understanding
Handling Complex Claims
Bias and Fairness
Explainability

Nie et al, 2019
Zhong et al, 2020



Future Directions




Limitations of Current NLP Fact-Checking Models

Limited ability to handle complex claims
Current models struggle with claims that require reasoning, common sense, or world knowledge
Example: "T'he Earth is flat because if it were round, people on the bottom would fall oft”
Dependence on high-quality, labeled data
NLP fact-checking models require large amounts of labeled data for training and evaluation
Creating such datasets is time-consuming, expensive, and prone to human biases and errors
Limited adaptability to new domains and types of misinformation
Models trained on one domain or type of misinformation may not generalize well to others
Example: A model trained on political fact-checking may not perform well on scientific or medical misinformation



Improving NLP Models for Fact-Checking

Dealing with complex or ambiguous claims

Potential for human biases and errors
Difficulty in fiinding suitable counter-evidence for some claims



Improving NLP Models for Fact-Checking

* Real-time fact-checking and early detection

* Developing NLP models that can identify and flag potential misinformation in real-time, before it spreads widely

* Integrating fact-checking systems with social media platforms and news aggregators to provide early warnings and

corrections

* Collaborative and decentralized fact-checking

* Encouraging collaboration between human fact-checkers and NLP models to improve accuracy and coverage

* Exploring decentralized fact-checking approaches, such as blockchain-based systems, to increase transparency and trust
* Proactive fact-checking and misinformation prevention

* Using NLP techniques to identify and address the root causes of misinformation, such as biased or misleading content

* Developing educational tools and resources to improve media literacy and critical thinking skills among the public



Conclusion

* NLP techniques have shown promise in automating fact-checking and combating misinformation

* Current NLP fact-checking models have limitations and face challenges in real-world applications

* Future directions include improving model performance, scalability, and explainability, as well as
addressing ethical and societal considerations



What Could We Do?

* CheckIT -BeaFact-Checker

* Think I'T' - Think before share

* Tag I'T - Reportit to the platform or website where it appears
* Maybe... Involve the NLP Fact-Check Development Process
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