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So what is SQL and SQL 
Injections?

Query- query is a command you send to a database to ask it to 
do something for example fetch data, insert new data, update 
existing data, or delete data.

SQL- Stands for Structured Query Language, it is a 
programming language that is used to talk to databases

SQL Injections(SQLi)- This is a hacking technique that uses 
harmful code to interfere with a databases. 
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In Open Worldwide Application Security Project 
OWASP) says that SQLI are ranked #1 for over 20 
years for databases to be hacked

Many web applications use SQL to retrieve or 
store user data like login info, credit cards, private 
messages.

Traditional rule-based methods canʼt keep up 
with evolving tools and hacking techniques.

Why detection and defense 
are critical? 

©2025 Gcore. All rights reserved.
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Introduction-Machine Learning

Machine Learning MLis when algorithms 
learn patterns from data to make predictions 
or decisions without being explicitly 
programmed.

Deep Learning(DL)-is a subset of machine 
learning that uses multilayer neural 
networks to learn complex patterns from 
datasets.

Convolutional Neural Network(CNN)- is a 
deep learning model that finds patterns in 
data and is used for images, text, audio, and 
tasks like SQL injection detection.

Machine Learning

Neural Networks

Deep Learning

CNN
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TRUE AND TRUE   TRUE

FALSE AND TRUE  FALSE 

FALSE AND FALSE  FALSE 

TRUE OR TRUE   TRUE

FALSE OR TRUE  TRUE

FALSE OR FALSE  FALSE 

Understanding Boolean Logic
AND & OR The AND operator in Boolean logic is used 

to combine two truth values. 

It returns True only if both values being 
compared are True. 

If either one or both values are False, the 
result of the AND operation will be False.

The OR operator in Boolean logic is used 
to combine two truth values. 

It returns True if at least one of the values 
is True. 

The only time an OR operation results in 
False is when both values are False 
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● This checks if a user named 
Armando@gmail.com exists TRUE) with 
that 12345 is the password TRUE.

SQL Injection 
Example

VectorStock and the VectorStock logo are registered trademarks of VectorStock 
Media. © 2025. All Rights Reserved

SELECT  FROM users

WHERE username = 
Armando@gmail.com

AND 

password = 12345;

Armando@gmail.com

12345

TRUE

TRUE
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So let's say the username is  
your email 

-no idea what the password 
is?

Adding OR 1  1 to the 
password

SQL Injection 
Example

VectorStock and the VectorStock logo are registered trademarks of VectorStock 
Media. © 2025. All Rights Reserved

SELECT  FROM users

WHERE username = 
Armando@gmail.com 

AND 

password = 555 OR 11;
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● SELECT  FROM users WHERE username = 
'Armando@gmail.com' AND password = '555' OR '1'='1'ʼ

● Coming back to Boolean 

● T AND F OR T → T AND T  T

SQL Injection 
Example

VectorStock and the VectorStock logo are registered trademarks of VectorStock 
Media. © 2025. All Rights Reserved

SELECT  FROM users

WHERE username = 
'Armando@gmail.com' 

AND 

password = '555' OR 1  1;

Armando@gmail.com

555 OR 1  1

TRUE

FALSE OR TRUE
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SQL Injection 
Example

VectorStock and the VectorStock logo are registered trademarks of VectorStock 
Media. © 2025. All Rights Reserved

SELECT  FROM users

WHERE username = 
'Armando@gmail.com' 

AND 

password = '555' OR ‘1ʼ = ‘1ʼ ;̓
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Training-Neural Networks 
Used To Predict the 

Stock Market

SQL injections

Weights

Loss Functions 

Back Propagation

Adjust weights from Hidden Layers neural 
outputs

Adjust weights from features
© 20082025 ResearchGate GmbH. All rights reserved.

Layer – A step in a neural network that processes data, like extracting features or 
making predictions.
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12The Improved Text-CNN Model-Subsets of Machine Learning  

Improved Text-CNN A deep learning model for text 
classification that uses convolution to extract features from 
text and includes an attention mechanism to focus on 
important patterns like SQL injection indicators.

Feature- Information extracted from input text that helps the 
model decide if itʼs normal or a SQL injection attack.

Convolutional filters – Small pattern detector in a neural 
network that slide over the input text to identify suspicious 
phrases in SQL queries.
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13The Improved Text-CNN Model-Subsets of Machine Learning  

Kernel Size – The number of words a 
convolutional filter looks at once when 
scanning the input text.

Channel Attention Mechanism CAM – A 
method that helps the model focus on the 
most important feature maps before making 
a prediction.
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14

Embedding-In Text-CNN
Converts words into numerical vectors so the model can understand 
and process them using Word2Vec.

Word2Vec – Converts each word or symbol into a vector of numbers.

These vectors are not random, similar words have similar vectors.

© 2024 SQL Injection Attack Detection Based on Text-CNN
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15

Embedding 

Neural networks like Improved Text-CNN 
canʼt read raw text so they need meaningful 
numbers that represent the text.

Word2Vec maps each token from a SQL 
query to a dense vector of numbers

SQL query

SELECT  FROM users 
WHERE password = 2

After tokenization

["SELECT", "*", 
"FROM", "users", 
"WHERE", "password", 
"=", "2"]

Each of these tokens 
gets converted into a 
Word2Vec embedding, 
like:

"SELECT" → 0.12, 
0.45, 0.88, ..., 0.05

"users" → 0.31, 0.10, 
0.74, ..., 0.22

0.12

0.45

0.88

…

© 20082025 ResearchGate GmbH. All rights reserved.



Confidential Copyright © 16

16

Conv Convolutional Layers)- In Text-CNN

Applies multiple filters of varying sizes in order to capture local features like tricky phrases or word patterns 
from the embedded text.

Each filter produces a feature map.

Low-level local features- These are small patterns that the model picks up

High-level global features- These come from combining multiple local features into a more meaningful structure.
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17

Conv Convolutional Layers)

0.8

0.2

0.8

0.2

0.8

0.2

0.8

…

…

…

…

0.4

1.2

0.9

0.3

The Convolution Layer 
starts filtering -detect 
local patterns 

Let's say that the token 
(numbers) has a pattern 

0.84, 1.26, 1.41, 2.45, 
3.80,....]

A potential High-level 
global feature 

…

…

… …

0.4
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Conv Convolutional Layers)

0.8

0.2

0.8

0.2

0.8

0.2

0.8

…

…

…

…

0.84

1.26

1.41

2.45

SELECT  FROM → 0.84 
 
(* FROM password) → 1.26  

FROM password = ) → 1.41  

 (password=2  OR → 2.45 
 
OR 11 → 3.80

…

…

… …

3.80

This is the feature map: 
0.84, 1.26, 1.41, 2.45, 3.80

Kernel size = 3,
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Pooling Layers
Pooling is a process in neural networks that reduces the size of the data while keeping the most 
important information.

Max pooling- picks the largest value in a section of the data.

Average pooling- takes the average (mean) of values in each section.

Multi-Layer Perceptron- neural network made of fully connected layers that learns to combine and 
weight features(important scores).
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20
Max pooling- picks the largest value 
in a section of the data. 

0.84, 1.26, 1.41, 2.45, 3.80

Takes the max number:

Max pool → max([0.84, 1.26, 1.41, 
2.45, 3.80 3.80

Average Pooling- takes the average 
(mean) Value

0.84, 1.26, 1.41, 2.45, 3.80
0.841.26 … = 9.76 9.76/5 = 
1.952

0.84

1.26

2.45

1.41

3.80
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FC Fully Connected Layer)

Takes the final feature vector (after convolution, attention, and pooling) and makes the 
final decision about what class the input belongs to with CAM & Softmax.

Softmax Layer – Converts raw scores into probabilities for each class using math, 
helping the model make a final prediction.
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FC Fully Connected Layer) + CAM Layer

Max pooling → [3.80

Average pooling→ 1.952

● These values are combined and fed into a 
small neural network

● That small neural networks learns its own 
weights and bias to compute attention weights

● These attention weights are used to scale the 
feature maps
Weight = 1.2, Bias = 1.0

Linear output = 3.80  1.2 + 1.0 = 3.56

Weight = 0, Bias = 0

Linear output = 3.80  0 + 0 = 0

3.80, 1.952

FC

0,3.56

0,3.56
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FC

FC  SoftMax Formula 
Formula is used to measure probability, these correspond to:
Class 0 Less likely
Class 1  More likely

Output-Probability & Result

0.0276  Normal, 0.9724  SQL Injection]

0,3.56
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24Testing- Improved Text-CNN

Real world labeled dataset called Libinjection project from Github and in this dataset it contains both 
Normal SQL queries and SQL Injection attacks 

Training Set

● This is the data the model actually 
learns from.

● During training the model

Validation Set

● Only used to monitor performance 
during training.

● “Is the model learning the right things?ˮ

Testing Set

● This data is completely unseen 
during training and validation.
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25Testing- Improved Text-CNN

Models to Compare

● Text-RNN Baseline using recurrent neural networks, processes word-by-word, 
remembers order

● CNNStandard convolutional model, simple pattern matcher, no embeddings

● Text-CNN Traditional Text-CNN model, Word2Vec + filters 

● Improved Text-CNN Text-CNN  Attention CAM
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26Testing- Improved Text-CNN

They evaluated performance using common classification metrics

Positive- Malicious Code

Negative- Normal Code
© 20082025 ResearchGate GmbH. All 
rights reserved.
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27Testing- Improved Text-CNN

They evaluated performance using common classification metrics

Accuracy

● How many did the model get right?

● The fewest number of mistakes

© 20082025 ResearchGate GmbH. All rights reserved.
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28Testing- Improved Text-CNN

They evaluated performance using common classification metrics

Precision 

● Measures how many of the 
predicted positive cases are 
actually positive.

● How precise you got positive right.
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29Testing- Improved Text-CNN

They evaluated performance using common classification metrics

Recall 

● Measures how many actual positive
 cases the model correctly identifies.

● How good are the positives recalled.
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30Testing- Improved Text-CNN

They evaluated performance using common classification metrics

F1 

● The harmonic mean of precision and
recall, balancing both metrics.

● Best for imbalanced datasets where
accuracy is misleading.
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31Results- Improved Text-CNN

Improved Text-CNN

Precision 92.40% Accuracy = 92.45% Recall = 92.29% F1   92.37%

Across the board, Improved Text-CNN had the highest score 
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32Takeaways- Improved Text-CNN
Traditional rule-based methods canʼt keep up with evolving 
attacks.

Machine learning models especially deep learning are 
important because:

They can learn from data rather than relying on hard-coded 
rules.

They provide better generalization across different types of 
queries and user inputs.

Moves a lot faster than humans and traditional rules.

Make tools that actually make SQLi in order to find them 
before they attack.

©Levelupcoding.co 20202025
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Questions? 
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